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This module considers the interpretation of path coefficients when 

modeling with categorical predictors.  

This module follows the one entitled: ñSEM Essentials ï Interpreting 

Path Coefficientsò, which should be studied first. 

 

A general citation for this material is 

Grace, J.B. 2006. Structural Equation Modeling and Natural Systems. 

Cambridge University Press. Cambridge, UK. 

 

Notes: IP-064929;  Support provided by the USGS Climate & Land 

Use R&D and Ecosystems Programs. I would like to acknowledge 

formal review of this material by Gaoue Orou, University of Hawaii 

and James Cronin, U.S. Geological Survey. Thanks also to Tamara 

Ticktin, University of Hawaii and Elisabeth Brouwers, USGS for 

helpful comments. Any use of trade, form, or product names is for 

descriptive purposes only and does not imply endorsement by the U.S. 

Government. 

Last revised 17.01.31. 

Source: https://www.usgs.gov/centers/wetland-and-aquatic-research- 



center/science/quantitative-analysis-using-structural-equation 
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Scientists often use standardized coefficients for interpretation (here I 

am referring to the classical method of standardizing based on standard 

deviations). This is helpful for putting all the path coefficients in the 

same units. However, when categorical predictors are involved, the 

interpretation of standardized coefficients becomes distorted. Here I 

show an easy way to address this problem. Along the way we peel back 

the cover on coefficients in general.  

Note: Here I only illustrate the situation where we have categorical 

predictors that are binary (0,1) or Yes/No. Sometimes variables can 

have more than two states and are classified as ñordered categoricalò, 

e.g., ñLow, Medium, Highò. In such a case, there are two choices. First 

(and most general) is the option of converting your single variable with 

three states into three dummy variables, Low (0,1); Medium (0,1); and 

High (0.1). You would then include two of the three variables in your 

model. One dummy variable must be omitted from the model to avoid 

singularity. The omitted state becomes the baseline against which the 

others are compared. So, if you omitted Low, then the tests for Medium 

and High are tests for whether responses for those levels are greater 

than for the Low class. Second approach is to treat the effects of your 

ordered categorical predictor as linear and then you can simply allow it 

to have values of 0, 1, or 2. Now there is a single coefficient and we  



assume going from 0 to 2 is double that from 0 to 1. 
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The data for this illustration are extracted from a study that included 

the doubling of atmospheric CO2.  

Reference for this work is: 

Cherry, J.A., McKee, K.L., and Grace, J.B. 2009. Elevated CO2 

enhances biological contributions to elevation change in coastal 

wetlands by offsetting stressors associated with sea-level rise. Journal 

of Ecology 97:67-77. 

Note, this article was featured in Nature News April 9, 2009, featured 

in Nature Climate Change Research Highlights May 5, 2009, and was a 

USGS Science Newsroom Pick. 

http://www.nature.com/climate/2009/0905/full/climate.2009.32.html. 
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A box plot gives some sense of the span of values relative to the mean 

response to CO2 treatment. 



ñReduced-formò is a common term in the SEM literature for models 

that capture net effects while omitting at least one, but sometimes 

many mediating nodes. 
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Data for example if .csv file not available (semi-colons are end of line 

markers):  

pot,CO2,ElevChange; 

1,1,3.88141026; 2,1,1.33653846; 3,1,4.69230769; 4,1,18.3910256; 

5,1,44.0769231; 6,1,2.99038462; 7,1,0.46153846; 8,1,28.1538462; 

9,1,-2.3846154; 10,1,12.2307692; 11,1,41.1923077; 12,1,18.8461538; 

13,1,50.7307692; 14,1,1.19230769; 15,1,-0.8076923; 16,0,19.6538462; 

17,0,-4.5769231; 18,0,7.06153846; 19,0,-1.0384615; 20,0,1.07692308; 

21,0,-1.3461538; 22,0,1.80769231; 23,0,6.38461538; 24,0,25.9230769; 

25,0,-1.8461538; 26,0,40.4230769; 27,0,0.05448718; 28,0,28.8461538; 

29,0,4.30769231; 30,0,4.80769231; 31,1,-7; 32,1,7.61538462; 

33,1,19.5; 34,1,8.11538462; 35,1,0.15384615; 36,1,26.9020979; 

37,1,25.5153846; 38,1,0.76923077; 39,1,31.2307692; 

40,1,0.11538462; 41,1,21.6538462; 42,1,37.7307692; 

43,1,8.30769231;  44,1,5; 45,1,5.80769231; 46,0,3.4775641;  

47,0,-3.7692308;  48,0,31.7692308 

Data from  

Cherry, J.A., McKee, K.L., and Grace, J.B. 2009. Elevated CO2 

enhances biological contributions to elevation change in coastal 

wetlands by offsetting stressors associated with sea-level rise. Journal  
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of Ecology 97:67-77. 
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Here I assume basic familiarity with lavaan. If you need a refresher, 

refer to the tutorial entitled ñIntroduction to lavaanò.  
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One should already be familiar with the difference between raw and 

standardized coefficients. Note that in lavaan, it prints two kinds of 

standardized coefficients, ñStd.lvò and ñStd.allò; the latter of these is 

what we want.  

The raw coefficient/estimate here is 5.280. Its interpretation is 

explained on the next page.  
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Some might be tempted to log-transform elevation change because of 

its distribution. However, we are interested in interpreting the 

coefficients in original  units and there is no biological reason to 

interpret the process of sediment building in log scale, so we will not. 
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This material refers back to ñSEM_1_6_Interpreting Coefficientsò. 

10 



11 

There has been a lot of opposition to standardized coefficients from 

some statisticians. Scientists must find some way to move forward, 

nonetheless, which is why classical standardization is so popular.  



The standard deviation of a categorical variable does not have the same 

meaning as that of a normal variable. Since the range of categoricals is 

fixed at 1, the relationship between std dev and range varies based on 

the frequency of 0s and 1s. ï Not helpful! 
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