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1. Executive Summary

The Director of the).S. Geological Survay§GPHEarth Resources Observation and ScieBteQH

Center, Dr. FranR.Kelly, established an EROS Architecture Study Team (EAST) in October 2014 to

executea 9-month study and assessment of the vision for and roadmap to an EROS system and
infrastructure arch 4 SOG dzZNBE GG KI G Aa o0Said LRAAGAZYSR G2 YSSO (
The resulting studprovideda hightlevel concept and roadmap for a systems architecture, required

infrastructure, and business processes required to meet these stratbgctives and ensure the

I Sy G S NImdormatamiiteNBlogy ) systems operate in agffectivemanner as possible.

The challenge to the EASsmultifaceted. First and foremoste challengevasto provide ahigh

level concept for the systen@chitecture, infrastructure, and processes required to meet EROS

strategic objectives. A key future objective of EROS is to enable Land Change Monitoring, Assessment,
YR t NB2SOGA2Y o[/ a!tovz I O LMWBARS & adad pazddBRHIA RS R
continuous monitoring capability. Further, the challenges for the EAST iddtuelelefinition of high

level concepts, considerations, assumptions, risks and benefits, and alternatives for the future EROS
architecture and infrastructureThestudy objectives includgthe consideration of new technologies

and cost efficient approaches, as well as potential international and private sector partnerBhipfly,

the EAST needed to consider refined or enhanced capabilities requestedkeysliders and multiple

internal and externaliser communitiess part of its overall assessment.

The architecture study approach was divided into three distinct phases. The first phase encompassed
definition of the problem and challenge, as well as chimndzation of the user communities and use
cases. The second phagreludedidentification and definition of thé\slsarchitecture along with
alternative architecture concepts. This phase concluded with seleafiarsingletarget architecture
concept. Finally, he third phase constituted generation of a roadmap to achieve the future architecture
vision During this study, a parallel and independent comparative cost assesafsentasompleted.

Initial analysis by the study team readily veriftbdt without a centralized architectural establishment,
the architectural direction is determined by individual projects, branches, or funding sources and the
architecture is allowed to evolve in decentralized fashion. Furthermore, the information eall&éom

the usecase survey identified a number of overarching issues that highlight limitations ofithent
architecture framework. These limitations hetpform the basis for potential architecture drivers for
the EROS neaand longterm architectue evolution. Most userdoth internal and externaidentified

the substantialincrease in data volumes as a strain on data delivery mechanisms, storage capacity, and
processing capabilities. Acknowledgement timatependent, projecispecificstorage aul processing
capabilitiesmpedethe efficiency of science efforts was a common theme among respondents.
Limitations on throughput capabilities, process automation, virtual machine environments, and
commercial licensing were all cited lagitations thatinhibit effectiveness. Finally, the lackdifect
access t@nalysisreadydata (ARD)wvas identified as aubstantialimiting factor in the timeliness and
spatial scope to which science research and operations are able to function.

Using the Ads arditecture assessment as a baseline, the EAST identified three additional candidate
architectures:

1) Asls architectureNB LINB A Sy G4 (KS doReéhtinyedwiihkie yulént hRIByOA & A 2 v
decentralized and independent architecture evolution
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2) ProjectizedMatrix: emphasizes minor changes from thel8architecturethrough limited
centralized governance or system of systems guidance offered to prpjects

3) Enterprise:stipulates an effective centralized governance and system of systems approach be
establishecandusedi 2 Yl yIF 38 FtyR 2@8SNARSS (K&Snd SyidSNDa

4) CloudCentric:provisions almost all Center compute and storage resource capabilitisgetb
private or public cloud providers.

At the conclusion of Phase 2, the study teanoramended pursuit of the Enterprise Architecture
alternative for Phase 3 assessmanid roadmap developmentThis architecture option ranked the

highest among the measures of success, was determined to be the lowest risk alternative, and best met
the EASThallenge statement.

During Phase 3he team develope@dn incrementaloadmap to transition from thé\sls state to an
enterprise architecturewhich will require rany ativitiesto berun in parallel within each area of the
architecture Implementatiorplanners will need to carefully consider the coementary nature of the
approach along with dependencies to ensure all needed pieces are evolving at the correct pace for
enterprise business, technology, applications, and information lifecycles to beruaedeffective
manner. An implementation plan outlining the approach, roles and responsibilities, and methods for
achieving the enterprise architecture will need to be generated as a fallowactivity tofurther develop
the details of theroadmap

The study team concludéts activities by making three primary observations concerning the
architecture study activities:

1. EROS is currently effective as a collection of sémdiependent projects, but inefficient at a center
level. In many cases projectse efficient within their project boundaries and in some cases
effectively share experiences and capabilities with other projects. HowEREDS could be more
efficientfrom an overallresourcesharing,common servicesand business objectivgerspectie.

2. TheEROS Enterpris&rchitecture approachcould provide many benefits. A Centerlevel systemof
systems view of EROS architecture enables effective strategic plaanmdra centralized security
responsibility and capability improves the overall ségysosture. Additionally,ivtualization and
other enterprise services help accommodate various types of projects, from small science projects
to large projects likeeongTerm Archivel{TA and Landsat, to new project endeavors II<KEMAP

3. Transitioningfrom Asls totarget architectureshould be arevolution. Business model,
information model, and infrastructure changes are needed earlioaaccommodate eventual
transition to an enterprise architecture. The business model must be agile, efficightoah
effective for projects and the Center to realize cost besefiinally, egular updates tahe
architecture roadma@nd implementation plamvill beimportantto a successful transition

Thefollowing key recommendatiorare offeredfor implementation planning and execution

1) Develop an enterprise architectunmplementationplanbased on the provided roadmap
2) FRullydevelop and implement a Centaride agile and nimbldusinessnodet

3) Transitionto the target architecture in an evolutiomg versusrevolutionaryway; and

4) Build oninteragency partnerships established during EAST ingaiation.
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2. Introduction

The following document describes the activities, processes and outcomes BattteResources
Observation and SciencERO¥PArchitecture Studyream(EAST) This introduction provides the context
and necessary discussion materials that underpin the study and the recommendations offered. The
discussion herein is intended to link the mission of EROS, the goals for the auchitgody and the
subsequent sections that characterize the facets ofghe { & @dach.For the purposes of this

R2O0dzySy iz dzasS 2F GKS GSN¥Y aOd2NNByi(ié¢ NBFTFSNER (2 GKS

2.1.Document Organization
TheEAST Final Report is divided ififiosections. The firdhree sections are introductory and approach
in nature and are intended to provide insight and context for the reader to discern the intent of and
underlying organizational process for the EROS architecture study and resulting rsifiadysa
Sectiord addresses the science overview and science drivers including the identification of land science
user communities and characteristics, along with likely requirements for data. SBdionmarizes
needed study inputs to ensure the aitgtture studyactivityis fully informed. Sectio6 describes the
architecture viewpoints and standardized approach to architecture definition and standards the EAST
applied. Sectioff describes and highlights the existing architecture as the basextomining future
technology pathways.

SectionB provides several pertinent models and concepts that aid in the definition of future architecture
alternatives. Additionally,section9 describes the process and result of selectrgingle concept for

further study. Sectiof addresses the 2021 vision for the selected architectutegreas sectiod0
includesaroadmap. Sectioflcontainsi KS addzReé GSIFyQa FAYyLFE 20aSNIBF (A;
follow-on study and implementation activities. Finalppendix Isummarizegnindependent cost

study, andappendix Zaptures the list of EAST deliverables.

2.2.Reference Materials
The following documents and reports provide the technical and organizational context for the EROS
Architecture Study.

1) Federal Bterprise Architecture (FEA), Office of Management and Budget (OMB),
(http://www.whitehouse.gov/omb/egov/al-fea.html)

2) IEEEStd136&cpdpy G L9999 DdzA RS T 2t \Gysteryf Befiritivt [Conkepty ¢ SOKY
2T hLISNIGA2ya o/ 2yhLla0 520dzySyié
(http://ieeexplore.ieee.org/serviet/opac?punumber=6156

3) L{hkL9/ kL999 HdodmMny a{2aidsSvya IyR az27¥idsl N5 Sy:
Requirensy 1a Sy 3IAYySSNRyYy3IE
(http://ieeexplore.ieee.org/serviet/opac?punumber=6146377

4) ANSIAIAMA@®@43AH nMH G DdzZARS (2 GKS t NBLINFY¥GAZ2Y 2F hlL
(https://www.aiaa.org/StandardsDetail.aspx?id=12878

5) Information Technology Infrastructure Library (IT{L)tps://www.axelos.com/best
practicesolutions/itil)

6) The Open Group Architecture Framework (TOGAF) Version 8.1.1
(https://www.opengroup.org/togaf/index811.htrj



http://www.whitehouse.gov/omb/egov/a-1-fea.html
http://ieeexplore.ieee.org/servlet/opac?punumber=6166
http://ieeexplore.ieee.org/servlet/opac?punumber=6146377
https://www.aiaa.org/StandardsDetail.aspx?id=12878
https://www.axelos.com/best-practice-solutions/itil
https://www.axelos.com/best-practice-solutions/itil
https://www.opengroup.org/togaf/index811.htm
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7)  Control Objectives for InformatioRelated Technology (COBtTY Governance
Framework (http://www.isaca.org/COBIT/pages/default.agpx

8 btw TMHO®M. I ab!{! {@adsSvya 9yIAYSSNAYy3I t NROC
(http://nodis3.gsfc.nasa.qov/displayDir.cfm?t=NPR&c=7123&5=1B

9) Burkett, V.R,, Kirtland, D.A., Taylor, I.L., Belnap, Jayne, Cronin, T.M., Dettinger, M.D.,
Frazier, E.L., Haines, JW., Loveland, TR.& t ®/ ®5®> hQal ff S&3 w20 A
Maule, A.G., McMahon, Gerard, and Striegl, R.G., 2013, U.S. Geological Survey climate and
land use change science strategi framework for understanding and responding to
global change: U.S. Geological Surveguzir 1388A, p.43.,
(http://pubs.er.usgs.gov/publication/cir1383A

10) NOAA Big Data Request for Information (RFI):
(https://www.fbo.gov/index?id=d0a8d9a279c69aeac9108507ff32)22a

11) NOAA Big Data Cooperative Research and Development Agreement (QR&BAMata-
alliance.noaa.qgoy/

2.3.EAST Charter

The following subsections represent material provided to or discussed with the EAST by the study
sponsor Dr.FrankKelly,andthe EASEteering committee

2.3.1. Background
The EROS Centgnereinafter the Centerpas formore thanfour decades fostered amformation
TechnologyI{) environment that is heavily dependent on individual project business cases, objectives,
and requirements. With the exception 9fK S/ $nséc@ityIpasture, governance BROST
systems is largely decentralized and hasmso since the midi990s. As such, the technology,
applications, and data management environments within and across prdjageevolved in an
undeterminedmanner. In other words, EROS maintains a number of different IT processes and
approaches for ammplishing its work and understanding the evolution of these systems from a Center
perspective has proven problematic.

Additionally, new development projects such as Landsat 9 anddahd Change Monitoring,

Assessment, and ProjectionGMAPinitiative wA f f SaGFof AdK GKS ySg O2NYSNEI
strategic vision.To meet these project challengeghilecontinuingli 2 06S &4dz00Saa¥dz | ONR &
ONRBIR &LISOGNHzyY 2F A0ASYyOS | OQUAQGAGASAZT 'y 8@ dzd GA
paramount, especially as the Center evolves flmingnot only a good steward of land change data,

but evolvestoward becominga champion for land change information.

Therefore, the Director of the EROS Center established&ASTo executea 9-month study and

assessment of the vision for and the road map to an EROS system and infrastructure architecture that is
0Sali LRaAAGA2YSR (2 YSSO GKS [/ Sy i Sigievel coiceftaindS IA O OK
roadmap for a systems architectumequired infrastructure, and business processes required to meet

0KSaS aiGNIGS3IA0 202S00GA0Sa | yR S gsaeNiBentimirder asSy i S N
possible.

1C


http://www.isaca.org/COBIT/pages/default.aspx
http://nodis3.gsfc.nasa.gov/displayDir.cfm?t=NPR&c=7123&s=1B
http://pubs.er.usgs.gov/publication/cir1383A
https://www.fbo.gov/index?id=d0a8d9a279c69aeac9108507ff32f22a
https://data-alliance.noaa.gov/
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2.3.2. EROS Mission
The EROS overall missiomusltifaceted supporting broa and diverse L&-based land science
communitiesandseeking to lead in the understanding of how changes in landiaisécover, and
condition affect people and nature. Stated simply, the mission of EROS is to contribute to the
understanding of a changy Earth by providing services that monitor relevant land change information
and knowledgeassess the trends and consequences of land chargkprovide pertinent additional
services and support on the use and understanding of land change monitoring products and
information® ¢2 adzZl)LI2 NI (GKSasS 32Frfasx 9wh{ assSia G2 LRa.
remotely sensed land images &t Earth, being an authoritative provider of land change science
information and knowledge.

2.3.3. Study Purpose and Objectives
Based on these overall goals for ERBSEASTharterstatedY ¢ XRSFTFAYS FyR | aasaa OF
architectures that support current nesdand allow for the expansion of the EROS mission to include
providing land change data, information, and knowledge products, along with a path for evolution from
OdzNNBy i OI LI 6Af A lASa séverasitnglitanedddaskSvdrs undekdies toigfan® NI f £ 3
key aspects of the architecture study and subsequent architecture design decisions.

Some tasks focesl on the existing infrastructure and organizations to enhance and optimize the EROS
Asls architectureandto identify and streamline oppdunities for shared services across project
activities. A second set of challenges fazlisn the need to evolve and support future science activities
at EROS. These futdesmning activities includithe abilityto prepare for nextgeneration land imagg
missions, addredsg the capabilitiesfor ready access to EROS data holdings and computing capacity to
generate information on land changes as they are detedteat (s, LCMAP), anthcilitatingthe

evolution of systems and data analytics services pedd enable scieific findingsderivedfrom data

and modeling.

2.3.4. Sponsors, Steering CommitfeadTeam Members
The teammembers whaerformedthis study represergd the pertinent USGS, EROS, and partnering
U.Sstakeholder agenciesThe studysponsor Dr. Frank Kelly, establishedrépartite committee
structure to facilitate the communication and guidance across the groups and provide a means for
coupling the needs of the study to the responsibilities and expertise of study membaides 21, 2-2,
and2-3 provide a personnel listing for each of these three groups.

Table2-1. Stakeholder members for tHeAST

Stakeholder nember Affiliation Role

Frank Kelly USGS Sponsor, EROS Director

Tim Newman USGS LandRemote Sensingrogram Coordinator

John Hahn USGS EROS Deputy Director

Tom Loveland USG EROS Chief Scientist

Dave Jarrett/Steve Neec NASA NASA Earth Science DivisRiogram Management

Thekeystudystakeholdes included infable2-1 aboveconsist of EROS and USB68iormanagement
andrepresentatvesfrom the National Aeronautics and Space AdministratidA$AEarth Science
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Division(ESD) It is from this committee that the study goals, structumad timelinewere produced and

the charg to the supporting committeewas drawn Moreover this group is the recipient of this final

report. Thesteering committegtable2-2)includedi KS / Sy G4 SNR& . NI yOK [/ KASTaA
This committee providevital guidance and feedback thi¢ study team on its activities between formal
checkpoint reviewand solicited information from theirorganizationgertinent to the overall EAST

needs.

Table2-2. Steeringpommittee members for th&EAST

Steering ommittee member Affiliation Role

Tom Kalvelage USGS Steering Committee lead, Coordination and
Requirements Office Chief

Jenn Lacey USGS Observing Systems Branch Chief

Doug Binnie USGS Data Services Branch Chief

Dave Hair USGS ScienceéApplications Branch Chief

Kim Allington USGS Administrative Systems Branch Chief

Steve Covington Aerospace Land Remote Sensing Progr&apresentative

Thearchitecture study team shown ible 2-3 consistedof the key technical leads from EROS,
supporting experts from Aerospace Corporation, representatives fromdeparateNASA centers, and
National Oceanic and Atmospheric AdministratiblDAA NOAANational Environmental Satellite,
Data, and Information &vice (NESDIS This teanwasco-led by the Engineering an®evelopment
Manager Jim Nelsorand the EROGenter IT TeanIT) Manager Ken Klinner Thestudy team
memberscariied out the tasks and activities called for in the EAST Charter. This @smupas
responsible for producing all the needed materials and aeslyecessary to arrive at findingshelp
USGSlecision makers prepare for the evolution of EROS science data system infrastructure and
management.

Table2-3. Study Team members for tBAST

EAST Team Member Affiliation Role
Jim Nelson USGS Study Lead
Ken Klinner USGS Study Cd_ead, EROS IT infrastructure
Doug Daniels Aerospace Systems Engineering
Mike Budde USGS User NeedsiEROS Science and Applicatio
Chris Rusanowskthris Torbert USGS Data access, archive, and distribution
Chris Engebretson USGS Science data processing
John Mose#-rank Lindsay NASA Goddard Space Science Data Processjrigarth Observing
Flight Center System Data and Information System
Del Jenstrom/Jeff Masek NASA Goddard Space NASA Sustainable Land Imaging
Flight Center
Dave Alfano/Petr Votava NASA Ames Researcl NASA Earth Exchang@ASAAdvanced
Center Supercomputer
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Rich Doyle/Dan Crichton NASA JePropulsion  Big DataPistributed Data Architectures
Laboratory

Michelle Detomassalames Holton NOAA Sciencealata processing and archive

Tom Sohre USGS Management, business models

Mary Covert Aerospace Comparative cost analyst

In addition to themembers of the EAST, other key contributors included Randy Sunne and Dan
Akkerman both of whomprovided enterprise systems engineering suppbam the EROSechnical
Support Services Contractor (TSSIinger Ghaffarian Technologi&GT.

2.3.5. Measures of &cess
The EAST measures of success are criteria by which architecture alternagireeseasured andlater
ranked and scoredsinga decision matrix The Charter for the EAST defined the first four measures of
success. The fifth measure, Security, was added bgtésging committeeduring the study

A EffectivenessThe ecommended architecture should be capable of sufficient performance in all
areas tomeet EROS and stakeholder strategic objectives

A Flexibility: The ecommended architecture should be scalable, to meet current and future
requirements; flexible, to meet a broad variety and scale of EROS requirements; and agile, to be
able to providesolutions across EROS with minimum tailoring ardrolitecture

A Sustainability: The ecommended architecture should provide the solution for the long haul
without extraordinary infusions of funds, in a ceafficient manner as technology, policies, and
vendors change

A Reliability: The ecommended architecture should be robusbt susceptible to singkpoint
failures, ancenableEROS to effectively manage risk

A Security:The ecommended architecture should limit potential vulnerabilities and allow BROS
effectively manag@ecessary changes withirsacurity posture

These measures were used throughout the study and are referred to frequently in the remainder of this
report.

3. Study Methodology

The following sections describe the overdihllenge, scopeandmethodology used by the study team
to address the challenge and objectives put forth by spensorand thesteering committee

3.1.Challenge Statement
As discussed in thatroduction, the challenge to the EAS/asmulti-faceted. At ahighlevel, the
challenge statement developed by the study team and accepted bgpitwesor andsteeringcommittee
wasto define and assess candidate architectures that support current needs and allow for the expansion
of the EROS mission to include providimgd change data, information, and knowledge products, along
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with a path for evolution from current capabilitieshe challengeasfurther refined to include the
following:

Enhance and optimize the EROS%Aarchitecture

Identify and streamline opportuties for shared services across project activijties

Prepare for next generation land imaging and like missions

Address capability for ready access to EROS data holdings and computing capacity to generate

information on land changes as they are detectddi is LCMAP)

1 Address evolution of systems and data analytics services needed to enable science from data
and modelingand

1 Explore applicability of external public and private partnerships

= =4 =4 =4

In considering these aspecthe EASRIsoconsideed, as pat of its overall assessmengfined or
enhanced capabilities requested by stakeholders and multiple user communities.

3.2.Study Scope
A crucial element in the development and implementation of the EROS Architecture Stutty cheesly
identify thescope ofthe study, the various system elements and their relationship to the overall study
goals, and acknowledgement of the likely areas where trade decisions will be madsoniéehat
short duration(9 months)of the study precludd the addition of several rated and pertinent topics.
Nonetheless, the scope for the EROS Architecture Study irtthlidine substantialdimensions so that
informed and vettedecommendationsouldbe offered for evolving the EROS data system architecture.

Items considered withithe study scopeverethe established central components for the study

including the extensive systems and services associated with science data EROS ystigodes

project systems and services, and emergency operations. The cAsénsystem archiectural
elementsserved asn essential basis for the analysighe team performed anralysis of current and
future land data holdingslata products (image data processing), product information (information
assurance), and knowledge storage and distribution characteristics. Also included in the study scope
wereend user requirements, user discovery, access, visualization of holdingsdndrships such as

the Land Processes Distributed Active Archive CebfIAALC

The following topics wereuside the stud scope: EROS Center policjg&sROS finance and
administration physical securityend user desktop servicethét is the hdp desk) EROS
communications and public outreach activitigsience actiondgr example, methodologies,
algorithms,and so o, in-situ and field workand Landsat flight operations and ground stations
(including other antennas).

3.3.StudyMethodology andh\pproach
Theoverall methodologysedby the EAST to address the challenge and scope of the iststipwn in
figure 1. Each of the activities in the figure is color coded by phaséefined infigure 3¢1, and
ultimately supporéedthe definition of taget architecture concepts along with a roadmap to the final
architecture representation.

14



EAST Final Report

Challenge Identify end users
statement Baseline (As-1s)

architecture End user
Role of Trade space characterization

Government (scope)

Use cases
Request for
Information
Validated

Themes and
principles

Measures of
SUccess

Qther studies

On-going user needs

Metrics Roadmap

, ,
Stakeholders Stakeholders Stakeholders
CP1 CP2 CcP3

Figure3¢l. Architecture Development Process Methodology

The architecture study approach was divided into thdéstinct phaseseach completed with a
checkpoint review held with the sponsor, steggibommittee, and stakeholderd. 3¢2).
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PHASE 1: Define the challenge

Internal
end-user
session

‘ Checkpoint No. 1 ‘

Internal Architecture

end-user
session

PHASE 2: Identify Target Architecture

RFlresponses

Architecture

End-user
TIM

session

‘ Checkpoint No. 2 ‘

PHASE 3: Roadmap development

End-user

session Architecture

‘ Checkpoint No. 3 ‘

End-user
session

Figure3c2. Phased EAST Study Approach

Phase 1 spanned October 2014 through January 2015. The focus of Phase 1 was geared entirely toward
clearlydefining the problem (challenge). During this phase, the team set out to define needed inputs,
develop future needs, define the scope and linebudiness, and establish an approach to identifying

the Aslsarchitecture baseline. In support of these phased objectives, the team pursued multiple efforts

in parallel including the following:
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1 Phase 1 started with the first of multiple end user sessastablished to determine user needs
including user community definition and characterizations, identification of representative use
cases, and completion of use case solicitations

Determination of trade space (scope) and any constraints

Determination ofexternal and internal to EROS engagement strategies

Developmentand refinementof success measuresd associated metrics;

Definition of architecture themes and framewgrknd

1 Development of EROSsIsarchitecture identification approach.

= =4 =4 =4

During Phase 1he team also generated and distributed a Request for Information (RFI) to enable Phase
2 assessments of potential public and private partnerships.

Phase 1completed with Checkpointo. 1, was held on January 30, 2015. The team also held a technical
interchange meeting with the broader ERO&keholder community in Februaty2 02y @Seé (KS
Phase 2 study objectives and to encourage brGadterparticipation.

Phase 2 spanned February 2015 through April 2015. The focus of Phasw2deatfy target
architecture concepts along with initial business and governance model constructs. As such, this phase
comprised the bulk of the EAST efforts during the duration of this study.

In support of these objectives, the team pursued multiple efforts inclydie following:

1 Finalizel EAST architecture framework process and terminalogy
1 Refina and finalizel user characterization and applied use cases
o0 Completa use case evaluation and gap analysis
0 Survewd additional projects/applicatiosthat addresgd gaps in community
assessments
1 Finalizel EAST measures of success and formdlagsociatednetrics
Completal discussions andathering of partneexperiencesfor examplelessons learned)
1 Gatheedinformation on state of technology
0 AssesadRFI respndent recommendations for potential private and public
partnerships
0 Assesadtechnologies fopotential architectureapplication
1 Finalizel ERO®slIsarchitecture applications view and work flofo example operations

=

concept)
o Formulated Ads archiecture observations and assessed against EAST measures of
success.

1 lterated and revisel target systems architecture scope and views
1 Responded to EAST challenge statement by identifying three additicciatecture
alternatives
o0 Conduckdassessmendf architecture alternativesgainst EASTieasures ofuccess
and recommende®ROS target architecture
91 Develogdinitial business modeind governance constructs
o Initiated parallel study for comparate/cost analysis in support of understanding
historicalAsls costs along with potential public and private partnership costs.
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Phase 2 completed wittheckpointno. 2, which was held on May 8, 201Beforethe checkpoint

completion the team also held technical interchange meesingth the broader EROS stakadtier

community in Februargnd Aprili 2 O2y @Seé GKS (SFYyQa tKIFasS w addzRe
broader community feedback on the noted architecture alternatives.

Phase 3 spanned May 2015 through riidy 2015. The focus of Phase 3 included theviing:

1 Developed andevisedthe business model

i Established the framework for the information model and plan forward

1 Revised and enhanced the technology architecture and transition states
1 Gompleted the architecture roadmap to 2021

1 Gompleted the paralletost comparison assessment study.

Phase 3 completed witbtheckpoint no3, which was held on July 10, 2015. Following this checkpoint,
all planned architecture study activities were comptite

3.4.Study Timeline
The timeline allotted for this study was, in part, driven by the need for timely analysis and
recommendations of theurrentand possible future state of the EROS science data architecture.
Following the approval of the Study Charter, the multiphased BAfYbegan in early October 2014
with a targeted completion of July 15, 2QHE®Rd final report within a month of the study completion.
Study activities and interactions wecensiderably later thathis period as illustrated ifigure 3¢3.

The activitis and meetings shown figure ;3 reflect the parallel approach the team took in gaining
access to information and scheduling numerous fexcéacemeetingsandusersessions on a regular

basis. The study team met in person eight times attempting toideoat least one site visit to the
participating NASA centeedd EROS. These meetings weignificantin asessing where the team was

in the process of the architecture evaluation and allowed for course corrections on topics as needed. In
addition,the meetingsprovided a means for greater interaction and involvement of those not
participating directly on the EAST. Outcomes from these interactions are addressed moretfigly in
section5 Study Input Summary.

Other activitiesncludeda host of inteactions with key players in the development of the evolving data
system including threescience and systemsser engagement sessions where the needs and
requirementsof current and future usersrere addressed. This included one dialogue session duniag t
Landsat Science Team meetindat { Gérdard Space Flight Cent&SFL Thestudy team also met
for three Technical Interchange Meetings (E)hat generally coincided with the checkpoint reviews.
These meetings allowed the team in dehaegly iro the technical issue® gain consensus and insight
on later recommendations. An industry RIHo wageleased early during the study so that the team
could capture insights and perspectsfeom the private and commercidll business community.

Thefinal task for the studyeamwasto providehighlevelsystem architecture, infrastructure, and
process recommendations to the EROS Director by late July 01§ with a roadmap to achieve the
vision and implementation for future architecture.
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Figure3¢3. EASTimeline.

4. Science Overvieand Approach

This science overvierepresents alescription of the methodologysedto characterize EROS end user
communities and apply information gathered from thasgers as architecture drivers for the EAST.

Typicallyremote-sensingdata users have been classified by their affiliation (academia, private industry,
federalstate/local governmentand so of or by their primary data use (land use/land cover,

agricultue, climate change, fire science, haza@ts] so o and rarely organized by aspects of their

data use. The EAST strategy for assessing user needs and requirements considered the typical
categories of user classification, but also paid special attentiautrent and future uses in terms of

data volume, types of science data or information products used, and access/distribution requirements.

There are clear distinctions between those uset® operate in a bulk data use environment and those
who acquire mall to moderate amounts of data for specific etime research applications.
Furthermore, there are usemho useEarthobservation (EO) data in operational modes for +i@rale or
consistent processing through time. Because each of these user grauppaaa variety of user
affiliations or applications, it was importamwhile assessing user requirements,account for different
modes of data/product delivery and services.

4.1.End User Characterizations
The approach used in developing our end user characterization included extensive engagement of
internal and external science activities. An initial assessment of user groups, based on the criteria
identified above, was developed and vetted by a groupR®E scientists. Those members of the EROS
in-housescience community chosen to review the initial user groups represkabroad spectrum of
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research and applications projects at the Center, but also had an array of external partner relationships
to build on. In addition to the internal science suppdhe teamalso receivesgubstantialassistance

from Dr. Jeffrey Masek, Chief of the Biospheric Sciences Laboratory at theQ$&E&A he combined

efforts of this experienced science community producedadtdist of the data user communities

attributes of their data use, and specific projects or applications that were representative of given user
groups. A user survey was developed and distributed to the representative use cases asking for
information éout data use; current data flows, and suggested workflow improvemerte EAST

achieved an approximatés-percent return on the survey, which provided valuable insight into current
use case limitations.

As part of the first technical interchange meetjtngld in February 2015, the draft list of user

communities, attributes, and use cases was evaluai&fthiereasthere were no clear objections to what

had been assemblethroadrepresentation by the science community was limited. Following

checkpointno. 1, and after consultation witlEROS @ief Sientist, a second effort was made to

specifically target the science community and involved participation from approxinm2@ehembers of

the EROS Science Research and Applicati@meB. The result of the ditional session was

concurrence that use cases sufficiently represented the end user communities and that the communities
themselves are representative of the broad spectrum of E&C8vedata users.Also, during Phase 2,

an additional use case pertamy to the U.S. Forest Service (USFS) Landscape Change Monitoring System
(LCMS) was identified. Warren Cohen and Sean Healey of the USFS submitted a user survey on behalf of
the project.

Table4¢l depicts theEROS user communities identified and orgashiinto sevencategories based on
data use, accesand derived products unigue to each group.

Tabled¢l. User Community Characterization

Data user ommunity Attributes

1) Largevolume gienceusers Highvolume,bulk data user
Large data storage requirements
Broad geographic scope and product range
2) Operationalisers High temporal frequency requirements
Routine access to data/products
Consistently processed data streams
3) Near eattime applications Rapid access to data is essential
Relatively small volumes of data
Targeted geographic areas
4) Focustudies Local to regional investigations
Highly diverse product suites desired
High in numberdpw data volume
5)Techniquedevelopers Heavily academim nature
Large groupsmall data volumes
Hand off to operations
6) Data providers, commerciah&rprise High data volumehulk data user
Broad geographic scope and product range
Small GIServices companiesgribusiness

20



EAST Final Report

7) Derived product userfgrmal educators, Includes some GIS analysts

communicators, general public Less data and more products/information
Little or no remote sensing/image processing
Small volumes
Probably best served with seamless JPGs

4.2.Applied Use Cassummary

Table4q2 represents the use casegentified by the science community as representative use cases.
Thosecasedlenoted byan asteris*) represent the use casewllected and assessed by tBAST The
source of each use case is noted in parentheses after theagename in the table below.

Tabled¢2. Use Case Summary

User ommunity Use ase

1) Largerolume xienceusers Global forest gains/losses (Hansen/Loveland)
NEX Welnabled LandsaData(Votavg*
2) Operationalisers USDA National Ag Statistics Service (Muéller)

USDA Foreign Ag. Service (Reynblds)
USGS FEWS NfHTa modeling (Senéy)

3) Near eaktime applications Monitoring Trends in Burn Severity (Howard)
9YSNHSyO& wSalLl¥resSk LydQf d

4) Focustudies National Shrub and Grass Fuel Mapping*(JV)
Ecology/VegetationHrenchj

5)Techniquelevelopers Landsat #bedo algorithm (Schaff)

Landsat ET & STAR algorithm (Gad)
6) Data providers, commerciahrprise ~ CEO$FO(Fosnight)*
Google/Amazon/ESRI
7) Derived product users, formal Landsat Look / Data Democracy Initiative
educators, communicators, general publi IGETT Program (Allen)

The information collected from the usmse survey identified a number of overarching issues that
highlight limitations of the current architecture framework. These limitations help form the basis for
potential architecture drivers for the EROS architecture evolution. Most users identiéeliistantial
increasen data volumedecause ofdditional sensors with larger file sizas a strain on data delivery
mechanisms, storage capacity, and processing capabilities. Acknowledgement that decentralized
storage and processing capabilities ihthe efficiency of science efforts was a common theme among
respondents. Limitations on throughput capabilities, process automation, virtual machine
environments, and commercial licensing were all cited as ighag¢sleter effectiveness. The lack of
access t@nalysisready data was identified assaibstantialimiting factor in the timeliness and spatial
scope to which science research and operations are able to function. Propaetsonlyneed similar
data and processing resources, but operatetave-piped environments thatmpederesource sharing.

A number of architecture requirementgere derived based on the limitations identified above.
Initiatives such as the USGS Land Change Monitoring, AssesanteRtrojection (LCMAP) and tbeS.
ForestService ySFBLandscape Change Monitoring Syst&@M$will drive the need for production of
and access tanalysisreadydata. Whereasthese efforts are primarily Landsat based, there is clearly a
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need for incorporating new and existing mission datzuding, but not limited to, Senting2, Moderate
Resolution Imaging Spectroradiome{®ODIS, andVisible Infrared Imaging Radiometer SUNGIR$

data The ever increasing data volumes of new sensors and the opportunities of evolving change
detectionand assessment methodologies will require the provision of centralized storage capacity and
science complihg capabilitiesto efficiently use Center resource8ecause not all science projects
function in an operational mode, there will also be a needsiarge or burst capabilities related to data
storage and processing. More efficient use of virtual machine processing along with virtual server and
desktop processing is alsesired In addition, there is a heed to establish a consistent and predéctabl
processing environmentvhich includes controlled evolution of applied technology and practices. The
architecture solutions recommended by the EAST should enable science projects to focus more on the
work they do and less on how to obtain their neededaources.

It would be naive to expect that the science community will readily embrace all of the recommendations
put forth; thusresisterscould createpotential hurdles in the adoption of a modified architecture. The
EAST acknowledges the culture thaisexwithin the Centewhereby individual projects have been

G 32 Ay 3 ,dndin manycgsBsthave developed substantial capabilities that suit their individual
needs. The principal goal of the EAST must be to embrace phojget-level functionghat are working

well and not disrupt those proficiencies, while at the same time providing incentives for sgisress
improvement. Willingness of the science community to actively support and participate in proposed
changes is certainly attainablebiénefits of doing so are clearly communicated and the procedure is not
perceived as being imposed in a tdpwn manner.

The EAST attempted to gather a broad representative set of science requirementstidbe
addressed through the implementation oh@w Center architecture. There will be angaoing need to
engage the internal and external user communities to assure that needs are being met and to
incorporate new or unidentified requirement\long with regular direct engagement, osgategy for
accomplishing this goal beyond the EAST would be to leverage the efforts USBE Land Remote

{ Sy aAiy3d RejlembiitsYC@@abilities and Analysis for Earth ObservationERERoup.
Through sustained evaluation of user needR0OS caensure tha the data and information products
provides are beingsedto their full potential.

5. Studyinput Summary

TheEASTnhade use of multiple avenues and activities to capture needed input for the siudydinga
series ofTechnical Interchange MeetingBINIs), discussions with partner members on their applicable
experiences, investigations of potential public and private partnershipgan RFI designed to explore
additional technologies and approaches. The following sections address the key input tidorma
captured from each of these activities.

5.1.Internal EROS Technical Interchange Meetings
The EAST held two internal EROS TIMs in order to properly engage the broader EROS staff in the work of
the EAST. EachVI'had aset ofspecific goals to be achievedring the discussion.

5.1.1. FebruaryTechnical Interchange Meeting
The EAST facilitated a TIM with the broader EROS community in Fekba&rywitha primaryintention
to focus on the Ags architecture environment and performance. The goals of the TIM tlieeefold:

22



EAST Final Report

1) Reengage members of the science community at ER@Ssess representative use cases,
determine if any gaps exist, and discuss future needs.
1 As aresult, th&JSFS LCM@as identified as an additional needed use case.
9 The user categories amtharacterizations were confirmed as accurate as the previously
developed use cases.
2) Engage ERO$Issystems curators to explore current and future architecture activities and
assess potential CITT architecture and service interfaces with the EAST.
T /Ldd d& &SN weSiefined and disdussed Staategic initiatives for CITT
spanning current year throudiiscal year Y 2020also werediscussed and
incorporated into the EAST study for planning purposes.
9 Other key project architecture activits were reviewed and discussed, including LCMAP.
3) Engage EROS systems engineers to derive data and operations concept flows along with
decomposition of the higlevel applications architecture.
1 Key applications pertaining tbe EROS mission were identifiadd folded into the
GSFYQa FLIWX AOFGA2ya | NOKAGSOGdzZNBE GASs P

Perhaps most importantly, this first TIM enabled the broafBOS internglommunity an opportunity
G2 Sy3ar3as GkKS 9! {¢ G2 0SOGSN) dzyRSNE G I y Rforts. KS (S Y

5.1.2. AprilTechnical Interchange Meeting
The EAST facilitated an additional TIM with the broader EROS community 20ABrjustbefore
checkpoint noH ® CKA&d GSOKYAOFf AYyGSNOKIFIYy3IS LINPOBSR ONHzOA
Phase 2 ojectives. Specifically, the results of this TIM contributed directly to the definition and
preliminary assessments of the target architecture alternatives and potential business models. The
primary emphasis of the TIM was to discuss attributes of ther@ditive architectures. The goals of the
TIM were threefold:

1) Discuss LCMAP and tAealysisReady Data (ARD) definition including how it pertains to
EAST

2) WSOASS | YR RSEOIMZANDKAKS OdidaNE a3 02LJS St SySyda o
framework view

3) 5Aa0dzaa | YRS éA UISND KIAS(H 1@ RdzNSthdfdllawBdNy | G A @S & Ay Of d
1 Specific architecture observations
1 Opportunities for resource sharingnd
1 Governance needs for architecture alternatives

Of primary interest, TIM participants noted multigleficienciesbecause ofhe lack ofcentralized and
standardized governance related to technology and resource deployments at EROS. In other words,
there was a strong bias for moving in the direction of managing EROS resources as an eritegpitse (
managng combinatiors of hardware, software, and infrastructure as a whole system).

5.2. KeyExperiences and Input®m EASPartnerOrganizations
As a part of the EAST phased activjtéeseries of site visits to participating NASA centeere
successfullgompleted These meetingallowed the members of the EA8Thavereaktime discussions
with NASAsubject matter experts in a range of pertinanformation system and technolodgpics.
The NASA(ffiliated EAST membeidentified analogouinformation systems to be exploreduring the
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visit and heledto drive questions about technical trades and lessons learned from tRAS¥*Centers
(that is, GSFC, JPL, and AR central messages and experiences from the Centers pteared in
the following sedbns In addition, interaction with NOAA NESEIESf addedto the collection of
partner experiences based on a NOdahitecture study and implementation exercise.

5.2.1. Goddard Space Flight Cent&SFC)
b! {1 Q& Ydzt A Y ABaghiGbservidgSys@haa Snd Riorintion SysterEQSDISre
managedby the Earth Science Data and Information Syst&8[DISProject based out of GSBGt
involving teams acrosseveral NASgenters Thiscomplex andliverse system of systems has
supported manyEarth-observingsatellitemissions beginning in the late 1990s and has undergone
multiple periods of changsince its inceptiomriven bynewtechnologiesscience requirements, and the
sheer growth of dataolume andypeshosted EOSDI§eneraesLevel 4 cience data products for
Earth Observing SystelB@$missionsarchivesanddistributesdata products from EOS and other
satellite missions, as well #&m aircraft and field measurement campaigriBhel NOKA G SOl dzNB G S|
visit to GSFC was intendeddo A Y dzy RS N& ( | [g¢sBohsylearne?l Fombiheldnhirg &
development and evolution of EOSDIS

An early EOSDIS insight offered to EAST wasattage data system elemerds the interfacesMany
diverse stakeholders of a systemfisystems that needetb be loosely coupldbecame easily managed
by controlling interfaces and allowing disciphggecific leadership to develop system architectures
tailored to be efficient for their applicationThe ESDIS Project manages EOSDIS interfaces between
system components through the use of interface documentation. These documents include
managemerdlevel documents such as Working Agreements and {Rteject Agreements and technical
documents such as Reigements Documents and Interface Control Documents.

Asignificantsystem design decision maded@07for the advancement of EOSDIS to better support
diverse and growingcience communjtwasto beginthe total migration of the EOSDIS holdings from
the tape archives to spinning (hard) disk stora@@e higher reliability and lower cost of hard disk
made it possible to provide substantialy higher level of data availability through EOSDIS taking
advantage ofilarge number obmergirg Web-based services and toolé\nother improvement was to
rely on commodity hardware rather thapecialty systems thaequiredmuch moreexpensive,
difficult, and cumbersomesystemupgradepathways Commodity hardwargalong wih community
vetted standards and protocgleas made EOSDIS a more nimble systenile lowering costs to
provide data and services.

Lastly GSFC membershgffered the ESDIS experiences witbrking in a system of systems, distributed
data, and information system architecturelhe EOSDIS science operationsexexutedwithin a

distributed system of many interconnected nod#ésat is, Science Investigatded Processing Systems,

or SIPS, and distributed, disciphgpecific, Earth sciencadiributed Active Archive Centers, or DAACS)
with specific responsibilities for production, archiving, and distribution of Earth science data products.
The DAACSs serve a large and diverse user community (as indicated by EOSDIS performance metrics) by
providing capabilities to search and access science data products and specialized séhiges.
multifaceted architecture offers challenges but oveadfers more advantages in maintaining a system
being designed for future requirements and technologigkichunderscoresi K S (ioBdervatich

that no data system is ever fully complete aadthrchitecturesshould be approached as works in
progress.
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5.2.2. Jet Propulsion LaboratofyPL)
From theJet Propulsion LaboratoryRl visit, several topicaliscussion$elped advance concepts and
considerations for th&ASTBtudy.

Laying out a comprehensive architectutiea is, business, data lifecycle, information models, and

software components) isnportant¥ 2 NJ RS@St 2LJAy3a +y 2NBIYARd I GA2yQa RI
computing challenges increase, having an architectural strategy upfront to ensure that data, systems,

and services can scale and integratesgsentiato an organization A key aspect of defining that

architecture is laying out the methodology useddapture the architecture. This includes defining the

principles, stakeholders, and architecture models. In addition, putting the architecture in the context of

a larger implementation effort isnportantto ensure that the architecture can serve asladprint for

the implementation and not an end in itself. Many JPL systems across space science, earthasalence
biomedicine have adopted this approach for ensuring that systems can evolve to support the changing
datarintensive needs.

The full data |#cycle perspective is a central consideration in characterizing and resolving data

architecture challengesTypicallf  W. A3 51 GF Q OKI f t SydtBedendgiied F2 Odza SR
when questions turn to extracting understanding from daliis important to consider the extended

pipeline that reaches back to the point of data collection. As one example, modern sensors and

instruments are capable of generating highlume data streams that can overwhelm capacities to store

FYR Y2@S RIGFINR L3S Qi &KaSeiiSdsl Héetb ke Dhformed, perhaps

irrevocable choices about which data to keep. This imperative may imply moving computational and

analytic capability up the data pipeline, perhaps all the way to the point of origin. Note that the burst

capacity of cloud senasisnot relevant in these situations, as cloud serviggscally areapplied only

at the archive.

Data stewardship is an important responsibility. Capabilities in support of proper stewardship as
curation, accessibility, and integritthave maturedavorablyat national data centersConsidering

favorable maturationthe true end game of the data lifecytlelata understanding must increasingly
support facile and flexible application of data analytics. More and more, multiple and distributed
datases are relevant to addressing scientific, pal&gd other questions. As an example to highlight

the need to integrate data analytic services, hydrology investigations draw on falddnal Positioning
System GP$, and in situ well sensors (and more)dddress questions in water managemeegarding
activitiesin deep aquifers. This is the emerging concept of Analytics Centers that builds on the success
of Data Centers.

A thorough and thoughtful suite of success metriossisentiato measurewhether objectives are being
mett both to evaluate data architecture design and to assess effective data system operations. JPL
performedan exercise to develop a number of metrics with associated measurements, allocating them
to the complementary purviews of teproviders, data system, data users, and overall data
architecture. Several of these success metresincludedwith the EAST studyas well as aet of
recommendations.

Undoubtedly the size, heterogeneityand distributed nature of datasets will cbnue to burgeon. This
naturally leads to the identification of scalability @arhapsthe core architectural objective.
Technologies will continue to evolve, and for scalability to be enabled and achieved, it is important to
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architect datasystem solubns with an eye toward the inevitable obsolescence of any given
technological embodiment. Thig turn, highlights the importance of the information model, wherein
data types, usage patternand other defining characteristics of data can be capturedi @so evolved

in a given domain. Coupled with mod®sed engineering techniques, a data architectared

particular system solution can be derived from the coherent and stable deimfirmation model. This
information modeldriven approach enables ¢éhcontinueduseof emerging technologies without having
to tear down and rebuild a data system in disruptive cycclagoiding the implied inefficiencies and
costs.

Otherconsiderations collecteffom the JPL site visit includetie following

1 Identifyingan architecture methodology to capture principles and different views, and

enroll stakeholders

Obtainingperspective on the importance of the full data lifecycle

Architecting for scalability, extensibility and different architectural topolagies

Consideing a system of systems approach

Demonstration of these data capabilities for NASA (PlaneRids) and Biomedicine (NIH

EDRN)

Developing a patforward for integrating data analytics serviges

Open source approaches such as Apache OODT for scienceatatgement

1 A suite of success metrics for data architecture design evaluation and operations
assessment

1 The importance of an information moddrfiven architecture

1 Separation/decoupling of different aspects of the systems to enable evoldtorexXample
adoption of different cloud strategies, support for scalabilatgd so oi; and

1 Moving from an architecture to an implementation

=A =4 =4 =

= =4

JPL has been workimg data architecture challengder NASAnternally (such asPlanetary Data

System, various Earth Saie activities, Lunar Mapping and Modeling Podakl so of andexternally
(National Institutes of HealtfNIH Early Detection Research Network) idryears and more. As an
institution, JPLhas achieved some progress and successwsagpleased to cdaborate with the EAST,

to both contribute and learn. Many of the discussions have validated the importance of a disciplined
approach to architecture definition, along with development of an implementation strategy.

5.2.3. Ames Research Cen{&RC)
From the NAS& AmesResearch Center (AR@3it, several topical discussions helped advance concepts
and considerations for the EAST study, inclutlegfollowing

1 Considerconsumessuch ad andsat, MODIS, Sentig2land producessuch adVeb
Enabled Landsat Dat&/ELDwhereby nterfaces and network capacity support automation
of largescale data acquisition and distributioidditionally consistent productollections
aid substantially in the ability toaccomplistscience.

1 Considedata computingcapacity in thecloud beyond the higiperformance computings
available througiNASAor USGS. Strive tagort thousands of small users doing data
analysis oafew very large onebuildingglobal products; the needs and the flexibility of the
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system are different fodifferent users Finally, broadenommunity engagement in the
cloud and accelerate larggrale sciencasingthese commercial partnerships.

1 Whereasengaging commercial partners can enhancedemand computend storage
capacity do not get locked into poprietaryapplication programming interfacesPl13.
EROS must kable to easily move among the systanthis is a fasthanging industry with
at times a veryunpredictable futureand business model. Therefore consigesprietary
and costissuescarefully duringisk planning and mitigatian

While at Ames, the team also spent a good deal of time exploring commercial partnership opportunities

based on the Ames model. Additionally, the team discussed and coedidpplication of the Ames

NearEarh Exchange (NEX) b! { ! Qa4 &Kl NBSR KA 3IK LISNIagMidig OS 02 Y Lldz
potential EROS hybrid architecture.

524.bh! 1 Q& bl A2yl 9y gantRfginmaBofiGearvice { F G St t A0S
Several topical discussions wiithh ! I Q a hbl@ed d&ivafice swepts and considerations for the
EAST study, includinige following

1 Ground Enterprise ishitecture System (GEARS)
0 One integrated, crosprogram, crosNESDIS team developing a ground enterprise
architecture for GOES, POES, NPP,sHé&lge systems
o Transition from stanglone ground systems with limited interoperability and lack of
enterprise approach to future capability developmentaioenterprise approach
with flexible, agile architecture and ops concepts that integrate infrastructure with
commam services and business processé&his approach aims tmprove resource
commonality and technology approach for more efficient.use
1 Big Data RFI
0o tdzN1J2a&aS ¢la (2 Ay@SadA3arasS O2YYSNODALFE 2 LI
available in a rapid, scalalleanner to the public
0 An outcome of the RFI was the generation of Big DatgCooperative Research
and Development AgreemenYRADAIN which multiple commercial providers
G2N] SR Ay O2y OSNI 6AGK b hsteénvibrnentaNBt®@A RS | O
archive. ERO$nay also benefit by taking advantage of a CRADA to provide broader
access to its archives as well.
0 TheEAST based its RFI largely on the NOAA framework and experiences
1 Continuation ofComprehensive Large Arraata Stewardship Syster@I(ASS
o0 Potential for hosting CLASS capability at USGS.EROS

During this study period, NOAA was pursuing a very similar investigation track for their NESDIS systems
andBig Datd NOKA G SOG dzNB & ¢KS . A3 5F4F wCL aSNBSR & |
resulting CRADA proved to be a very interesting topic for the EAST to discuss andTass&syy

bh! ! Qa hiNBxgeNdcesithroughout theBRADA implementatn will benefit EROS IT systems
evolution and potentially serve & exampldor commercial partnership.

5.3.Potential Public and Private Partnerships
Tosuccessfully meet the study challenge statement, the EAST opted to explore potential private and
public mrtnerships. The team established a set of learning objectives and plasRE|l to engage all
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types of organizations, including industry, universities, nonprofit organizatie@aral centers,
FederallyFundedResearch andevelopmentCenters(FFRDCsand international organizations.
Learning objectives included the following:

1 Potential for public and private partnerships

1 Capabilities pertaining to high throughput and performance computing, storage, data analytics,
and information visualizatign

Innovations, products, and opportunities for data and information systems

Types of data and information architecture system concepts

Limitations pertaining to data transfer, computing, storage, hostimgl so on

Provenance methodsand

Role ofgovernmentand industry regarding generation of derived information

5.3.1. EAST Request for Information (RFI)
22NJAY3 gAGK GKS GSIFYQa bh! !'b hNERENEREA BRM d@nd fordaged (K S
'y wCL &ALISOATAO (G2 (GKS 9! pftherRFwas® infddhihy BASPan&& OG A S &
current status of industry sources, technical capacity, operational capability and business practices for
L2 GSYyGALE FdzAYSydliAzy 2N SEGSyarazy G2 GKS / SyidSN
services As such, the team explored each RFI response for opportunities pertaining to the following:

= =4 =4 =4 4

1 Improving access to land imaging data, products, and information
Improving land imaging data, product, and information visualization
Adding value to land basedquucts and services

Enabing surge capacity for high throughput computing and storayed
Brokering land based data and services to new user communities

= =4 =4 =4

The EAST received 15 different responses anddraén-one sessions with many respondents during
the EAST working sessions at NASA BBGS EROS, and NASA GSFC during late March and early April.

5.3.2. RFI Findings and Observations
Through analysis and discussions with the RFI responders, the EAST captured a large breadth of
capabilities and approaches aladile for consideration and implementation. Cited respondent
capabilities align to the following general categori®ite: none of the following generalized
information is proprietary or otherwise sensitive:

1 Commercial partnerships for wholesale, scaatlbud and hybrid cloud frameworks, along with
technologies for capacity compute and storage, analytic applications, and visualization
capabilities

o Agile (on demand), resource pooling, elastic and scalable services
o0 Government resources hosted by cloudyider(s)
9 Partnerships for provisioned performance compute, storage, and data warehouse capabilities
1 Engineered architecture technology solutions spaniggDatahrough analytics
0 Turnkey system solutions as a service including standard (prefatjcatalytics,
visualization, and incorporation of open source applications
o0 Payasyougo use or lease arrangements available (equipmegbaernmentsite).
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9 Highly distributed networks for data storage and distribution nodes near user communities to
limit latency of high volume data downloads
 {dzZLJLI2 NI &aSNIBAOSA G2 ONR]SNI Of 2dzZR LINBJARSNJI al &

5.3.3. NOAA Big Data Cooperative Research and Development Agreement (CRADA)
NOAA announced a Big Data CRADA with commercial cloud providers BOAprilThe timing of this
announcement coincided with egoing EAST assessm&ot potential public and private partnerships
forcloudt A1 S GSOKy2ft23&8 | yR &S NIByeasSpartership with An@adon/ w! 5! O
Web Services, Microsoft Azur8M, Google, and the Open Cloud Consortium

The goal of the CRADA is to promote and facilitate extraction of NOAA datasets to the public cloud to
facilitate active, timely data access along with access focatedcloudscale compunhgcapabilities.
TheCRADA provision ensures free and open access to NOAA datasets. Additionally, it allows partners
the opportunity to monetize use of the data along with derived products and information. In other
words, although not proven, economic opportunities (servicee anticipatedn relation touser
communityvalueadded processing demands.

Under the terms of this agreement, NOAAplementsall of the processing and science comipgt
required to generate its standard datasets. NOAA will also retain a copy dithaisind is responsible
for all governance and data provenance. Cloud providers then work with N@ifgits capabilities to
extract the data and place a copy within the public cloud. Users may then access thisidgthe
CRADA cloud providers aapplyadditionalvalueadded processing (analytics) in the cloud
environment. This processmonetizedby havingusers pay for access and comipgtservices,
includingwithin NOAA projects.

Althoughthis cooperative agreemeiis innovative, it also presents some risk. Specifically, NOAA and its
partners are assuming some cost risk as the economic viability and potential opportunities of the CRADA
provisions are largely unknown.

5.4.Input and Experiencé&aummary
Throughthete¥ Q& Ay 0 SNI OG A 2 y & interhalcKmmurit@roudineg BidcuiRSoNs afdw h {
graria FONRP&aa G(GKS GSIyQa SEGSNYyFf LI NIYSNI FI OAf A
a number of important, applicable concepixludingthe following

1 There is broad support within tlEROS community for enhanced attention to needed
architecture evolutionspecifically with respect ttechnology andusiness modelthat
better enable EROS Cemgide objectives

1 Ina similar fashion, the lack oéntrdized and standardized governance related to
technology and resource deployment inhibits effectiveness and flexibility to achieve
evolving Centewide objectives

1 Our partner team memberslso aregrappling with similar challenges and have begun to
developsystem architecture approachespecific totechnology and business model
implementation) to address aspects of these challenges

1 There is adrge breadth and depth of potential partner and commercial capabilitaslily
available for consideration anthplementation when strategically applied EROS
architecture alternative. These capabilities spagile (on demand), resource pooling,
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elastic and scalableervices, hosting, turnkey solutions, pagyyou-go models, and highly
distributed networks.

1 Finally, migue opportunities and solutions are evolving betwegwernmentand
commercial cloud providers that may result in the potential proliferation of EROS E€enter
wide objectives while becoming economically viable for commercial industry

6. Architectue Framework

The following section describes the standards approach adopted by the study tedetetmmineand
apply architecture views and frameworks to meet the study objectives.

6.1.FrameworlOverview
Understanding the architectural views and framework af 8ystemis essentiako ensuring that an
architecture is properly communicated.osupport that communication, EAST defined four views
around the business model, data and information architecture, application architecture, and the
technology architecturelements fig. 6¢1). The comprehensive nature of defining these views of the
system help toestablish an overall enterprise view examining the data lifecycle needbatitsvare
andsoftware technology needs, the information architecture needs, andtherall business and
operations needs for EROS.

Many software architecturérameworksand standardssuch adEEE 1471, TOGAKDAFand

Zachman) identify the need to express views and viewpoints that can be used to articulate an
architecture from a spaific stakeholder perspective. Building on the view identified and the diversity of
EROS, the study team believes that identification of the stakeholders, views and viewpoints are
important for communicating architectures using the decomposition thatldeses developedfig. 6¢1).
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EROS
Architecture

* Business e B G
i Architecture Architecture

* Business Model represents the business strategy,
governance, organization, and key processes of
EROS

* Information Model represents the structure of
EROS's logical and physical data assets and data
management resources

* Applications Architecture represents the
applications applied in support of the EROS
mission (data flow and end use products)

* Technology Architecture represents the
infrastructure, compute and storage capabilities
(technology and system interfaces)

* The EAST architecture views were developed
based on The Open Group Architecture Framework
(TOGAF) v 8.1.1 and the architectural specification
JPL developed for the Planetary Data System (PDS)

Figure6¢l. EASTarchitecture views.

Toprovide a succinct representation of the views for the EROS System Architecture, the planned views
were derived from a combination and customizatioraspects othe Zachman Framework, TOGAF
Frameworkv. 8.1.1 and the implemented architecture framework of the Planetary Data System
developed by JPL. The EAST Architecture Frarkediagram is shown ifigure 6-2.
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EROS
Architecture

I
Technology
Architecture

Compute
Infrastructure
General Purpose
Desktop
Data Storage

Archive Infrastructure
Information Data Capacity Tier
Distribution
Web Content
Analytics

Network
Infrastructure

Although TOGAProvides greatletail regarding how TOGAF maps to the Zachman FrametherEAST
took a much more simplified viewThe followingsections further define each of the architecture vigw
specifically identifying the businessodel, information model, andapplication andechnology
viewpointsneededto drive an EAST architectural strategy.
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IT Security Query / Access
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Planning
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Figure6¢2. EAST Architecturéramework

6.2.Data and Information Lifecycle
From the archiécture aspectit isa core perspective tanderstand the datand informationlifecycle.
This is a importantperspective for developing a comprehensive architecture, and ultimately
operational system, for EROS that can meet the customer performance requirenibetdata and
information lifecycle perspectivalso aides in understanding associated software, sysaem service
needs to support the entire lifecycle of the data. This@npassing approach must include developing
capabilities from th&eRO®ata provider all the way to analysis and extracted understanding. This
perspective requires architectural considerations for determining and integrating methodologies and
infrastructure for capturing and analyzing data across the full lifecycle. To frame thest
concept, the architecturéfig. 7¢1) provides guidance fdEROS architectugovernance, software and
system development, and operational concepts that will be requiceslipport effectiveness and
scalability necessary to makRO% national resource.
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EROS is designed to be a steward of valuable geoscience research data and information. These data are
gatheredusingmany different methods, from lab research to retadcarth observation systems. The
lifecyclesfor these data, however, are the same regardless of their method of discovery.

Toproperly design a system with this purpose in mind, it is impera&vally understand the lifecycle
of the data from collectin to use by the general public. From tluee can properly support the
required performance of the system from discovery to scalability and distribution as well ag easar
provenance and integrity for researcher use to support the business ned¢hs ehterprise.

This practice ensures that the data is reliably managed, is supportive of discovery, ancuseflillit is
important to point out that data across this entire lifecycle view should not be considered data at rest,
but rather data that & discoverable, accessible, amskableto update plans and inform other

decisions, and enable science. A veglihitected data system from data generation through data
analysis and visualization must be in place to support all of these objectives.

Essenial areas of the lifecycle (with considerations at each stage) indheléollowing

A Data Generationthe function of acquiring data from an instrument, scientific experimentation,
sample gathering, or other source. For the purposes of EAST, it is asthanthis function
occurs outside the scope of this architecture.

A Data Curation and Preparatiarthe function of preparing data for use withEROS This
includes definition and annotation of metadata, linking to other data and systems, and ensuring
that data is formatted and compliant 8ROStandards. Consideration should be made to
ensure data has appropriate structure, provenayeed integrity information.

A Data Transportthe function of moving data or metadata, or both, from a data provider to
EROS Given the variety of data, it is anticipated that many different technology solutions may
be applied for transferring data inteROS

A Datalngest the function thatprovides the services and functions to accept data including
metadata, observational data, documents and other data from data provjidadsprepares the
data for storage and management witlfROSData Ingest functions includke following

0 Receiving pretrieving the dataor metadataor both from providers,
o0 Executingyuality assurance on the submitted datnd
0 Harvesting metadata to enable cataloging and linking of .data

A Data Managementthis functionencompasses many different functions includingrage
management, metadata management, preservation management, data provenance, and
management of data citations.

A Data SearchDiscovery, Accesand Distributiorn this function isa major part of constructing
the data analytics capabilities f&ROSTrese functions ensure that data can be located,
accessed and distributed to users and other functions wiHRO $including data analytics
algorithms).

A Data Analyticsthis function enables the analysis of massive, distributed, heterogeneous data
using sckable computing infrastructurand includes the following:

0 Ondemand processing of data

o0 Userdriven workflows

o Integration withscalablecomputing infrastructureshigh performance computing
[HPQ, cloud) and
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o Application of computational methods (datasion, machine learning, data mining,
statistical analysis) to support usdriven analysis
A Visualization this functionintegrateswith data analytics to support rendering and
communication of complex data into visual formats to support data understanaind
discovery.

6.3.Business Model
TheEROS business model recommended by the BASTes many functions that form the overall
operation of theEROS architectuiacluding system and service management. Business functions
include governance and establispirmanagingand maintaining the following:

9 Architecture artifactsguch agonceptual design, reference architecture, roadmap)

I Standards and policies for datsuth aglata and metadata standards)

9 Standards and policies for systegu¢h asystemcomponent interface protocols, data transfer
protocol),

Best practices and policies for technology development and adagiarh(asloud and HPC)
Best practices and policies fday-to-dayoperation guch adT security, system monitoring)
Guidelines ad charters for governancsiich ageadership councilvariousERO8ommitteeg,
Guidelines and processes for resource planninglf asunding and system resource
allocation)

1 Support for continuity of operations and other risk factoaad
1 Performancametrics

= =4 =4 =4

These services and functions are important aspects of operations, evqlatidrsustainability of the
long-term EROS architecture implementation. Decision making, exegatmhcommunication of these
aspects affect all stakeholdersensuringthat EROS remaind@ng-term productive environment for
geosciences

6.4.Information(Data)Model
The information model isssentiako describing the data and information of the overall system, its
structure, and organization. A welefined information moel is instrumental in helping to scale to
support management, discovery, and analysis of the data.

An information model is a representation of concepts andrilations constraints, rules, and
operations to specify data semantics for a chosen domadisaoburse see the following

1 Entities to be processed

1 Entities that provide context

1 Relationdetween entities that provide meaningnd
91 Definitionof key information objects (to be defined)

The information modeprovides a sharable, stable, and anjzed structure of information requirements
or knowledge for the domain contextnformation models playmessentiakole in not only the data
architecture but generally in driving the overall definition of information systems, particularly for
information-intensive projects. Given its role in driving systems,iihjgrtant that the information
model remain independent of its implementation.
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In addition, weHdefined information models can be used to describltionsof information across

multiple projects and domains. At an enterprise level, the information model can provide a framework
for inter-relating multiple models. From an EAST perspective, having a multilevel strategy for managing
and interrelating information models will drive forwarchanformation architecture strategy for

accepting and integrating data for EROS for many years to cohminformation model includebe

following

Models for the data, formats, and organizatjon

Data dictionaries describing core metadata elements

Formats of the data

Models for querying the datas(ch asonfiguring search engingsand
1 Models for analytics

= =4 =4 =4

What isimportantis therelation between defining core aspects of the system, independent of the
software, and using that to drive the softwaraddata configuration.

6.5.Application and Technology Architectures
The Application and Technology Architectures form the basis fandhéware andsoftware
architecture. The application and technology architecture elements include scalableabIructure
services (computing, networking, storage) and the applications that enable processing, management,
discovery, and analysis of the data.

7. EROS As Architecture

The Ads Architecture providean avenue for analyzing current work flows or use cases wdchmea
solid starting point for the set of observations and recommendations from the EAST. The following
section describes the process by which the ER€ISarchitecture was defined and ssssed.

7.1.Governance and Managemetilture
AlthoughEROS does not maintairCanterwide architectural picturas of the writing of this report
which is necessary for forming releva®énterwide study results, an architectural picture of EROS was
deemedbvital to the architecture study

Initial discoveryerifiedthat without a centralized architectural establishment, the architectural

direction is determined by individual projects, branches, or funding sources. So, the first step in creating
a Centerwide picture of EROS architecture focused on identifying the owners of architectural pieces.

An initial 18 possible sources of architecture information were identified. Some of these were grouped
together and external collaborators were eliminated to navrthis down to 11 sources.

A survey was created and sent to each of the 11 possible sources of architectural information. An
agreementalso was createtb allow Technical Support Services Contra@$support in collating the
information on the surveyand subsequent information gathering. This allowed for a shorter
turnaround time given the tight schedule required to meet EAST objectives.

Using a basic classification of the architecture bamedarly target architectural models, a
straightforwardconcept of how to illustrate the architecture and model data flow was created. This was
enhanced with functional information to create an-Bssarchitecturaldiagram to represent &enter
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wide view. After reviewing with EROS staff at the first EAST TeldmtérahangeMeetingin February
and comparing to the use cases, a highel diagram was finalizeépresenting theERO3s-Is
architecture. This higHevel architecture diagrar(fig. 7¢1) constitutes a deliverable from the EAST to
the Sponsor and waonsidered by many within ER@e the first successful attempttaleriving this
information.
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Figure7¢l. EROS HighevelAs|s Enterprise Architecture

7.2.Curators
After collating the information from surveys and any existing architecture documentation gathered, the
number of responsible parties for architectural pieces was reduced to six. The six sources are a mix of
branches and projects, so the term curator igdiso refer to them, although project ;ommonlyused
becausemostcurators are projects. An architecture curator is the group that is responsible for the
ownership, management, operation, maintenaneaed agreements for a given set of architecture
compments. In the A$s diagram, each curator is assigned a different color.

The six curators identified atbe Center Infomation TecmologyTeam (CITdBrown), Land Processes
Distributed Active Archive Center (LP DAA®een), Land Satellite Data Sysge(hSD& Orange), Long
Term Archive (LTABIue), Science (Mostly Research Branch and Applications BIRB&AR; Gray),

and Spatial Data Warehouse (SQWed). Additionally, the LSDS Science Research and Development
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(LSRIZ Purple) is called out evahough it is part of the LSDS systems. This was called out separately to
help demonstrate a LCMARike data flow.

7.3.UseCase Data Flow Examination
Wheread . CMAP does not yet exist as a project with infrastructure inAthis architecture, by
examining how current science projects make use of the infrastructineeteamapproximatel LCMAP
potential usage.Figure %2 shows a science proje@tCMAP)requesting data throughraL SRDnterface,
which, in turn, requests data fromie archive, which could request data from LSDS. The science project
then needs to transfer data tits resourcesand process ibefore itcan distribute the final products
through Sience, SDW, or LTA resources (or multiples thereof).

This shows that theurrent architecture works, but highlights a few consequences of this cudateen
architecture. There are a number of points where the boundaries between curators are crossed, which
means agreements must be made between curators. The project th#teimpting to create/setupm
processing chain must discover and pursue each agreement separatelprojéwt must also ensure

that interoperability remains in place and that angcessarfunds exchange occur8ecauséhe data

must cross several curatboundariesit is often duplicated (at least temporarilyjringing multiple
computing resourceginto use,resulting ina situation thatcan escalate quickly to a point that is not
sustainable oaffectsother systems. There are few checks and balarares the data flow is

unnecessarily complex.
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Figure7¢2. Notional LCMAP Data Flow Within As Architecture

With no overarching management of this arrangement and agreements not standardized across the
Center simplykeeping this architecture running may be unstable. Without service catalogs, or
predefined listings, new projects need éither be familiar with the resources available or spend
considerable time researching to determine what is avail&et®re pursuingndividual agreements.
Costs are usually shared through agreements with larger projects often shouldesigpf thecosts
(occasionally absorbing costs to support smaller projects).

7.4.Perspectivesn the Ads Architecture
Figure7¢l represents a limitedubset of the architecturéo make it reasonable for viewing and
analysis. Thé#aremostintention is to focus almost entirely on architecture pieces housed in the
computer rooms with only limited desktop/user systems. The underfaaiijties are also not
represented in this diagram. Of the four major subdivisions of the target architecture framework, this
diagram displays technology, with some business model and applications architecturefofimetion
modelis not covered withn the AslIsarchitecture as recommendations for this will flow from the
AnalysisReady Data Definition, or otheroject-led efforts.

Whereasot running a supercomputer or massive dynamic processing resources, EROS does host
substantialcomputing resources that span all the identified curators. One of the underlying
components involved with moving from discrete computing systemsdofavare-definedenterpriseis
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that the newcomputing architectureequiresvirtualization. Virtualizadn is already present in the
Center and is more standardized than the storabat it is managed in clusters with some shared
components. A move to enterprise architecture means some changes would need to take place
concerninghow the virtualization isnanaged. Migration from the discrete computing systems prdgent
within curatordomairs will also involve changing tHEROS enterpridausiness model to allow sharing

of the computing resources, especially any excess capacity available between largssprggobs.

Current ERO&mputing technology consists of many different underlying pigeash representing a

set of discrete computing resources. In general, the technology within each cdmat@intends to be
compatible and followgeneral standalization. Across th€enter however, the technology varies
considerably (except for virtualizatipwhich uses VMWare), resulting in more places where changes to
accommodate enterprise architecture management might have to ocleuthe case of computp

capacity, here is little sharing of resourcesimilar towhat wasobservedn storage technology.

A constraint on the computing technology is that access to datasential This means that data
transferby the networkand storage of that data malge tied to the computing technology. This
particularly comes into play in data analysis, transformation, and any high perforreangauting(HPC)
or clustered computing environments. Currently, there is very limited HPC technology in the EROS
architectue.

7.5.Asls Architecturébservations
The target architecture framework uses four categories of architectdtthoughaspects of the
Information Modeland Application Architecture are visible in thel8diagram f{ig. 7¢1), it primarily
focuses on the Technology Architecture category. The Technology category has three subcomponents:
Compute, Storage, and Network. Network infrastructure at ER@8s8ymanaged by CITT as an
enterprise resource, so it will not be discadgurther in theAs-Is section of this document. Networks
will still be covered in the recommendatioitssection 8.30 show how this integrates into the target
architecture, but the architectural pieces will rely on the plans CITT is already develsmhthe
writing of this report

The storage in use at EROS includes a wide variety of techn®logthe purposes of this studihe

following types of storagevere considered Archive, Mass Storage System (MSS), Storage Area Network
(SAN), Networlattached Storage (NAS), External Drives, and System Drives. There are some pieces
(most notably the Archive and MSS) that, similar to the network, are already managed in a mostly
enterprise fashion.

Some of the other types of storage will be more difft to turn into enterprise resources. The mix of
technology and requirements mean that some components will not simply merge into other systems.
Change will be required, or multiple systemsst bemaintained. Becausemostproject-controlled
storagehas been obtained to meet specific project requirements, a new requirement, such as a need for
extremely high performance processing storage, does not baffecientresources that can meet it

within the building. New resources would have to be obtairettier than merging existing

components. Any recommendations considered would still have to support the pspecific

requirements that individual components are currently satisfying with a wide variety of technology.
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The underlying message is thabm a technology viewpointhis architecture can satisfy even complex
requirements for analysis such as those present in LCMAP. It is quite effidenkooking at a complex
data flow, that there are many opportunities for increased efficiencies.

The prgect- or curator-focused requirements and architecture means directly assigned or assumed
requirements are usually well satisfie@enterlevel,sciencebased requirements without good
representation are met haphazardlysually only when a project arraeg for the implementation.

Varied architecture implementations lead to more difficulties secu@egterresources, or
standardizing implementations across t@enter It can even mean reduced opportunities for cost
savings by pooling resources for acifios or usage.

Changes to underlying resources may have ripple effects across many projects that mayderact
activities with little notice, different effects per project, and are often open to interpretation. This
means there is a fragility or iredtility present within the complex data flows that cross many curators.

8. Target Architecture Alternatives and Selection

Using the Ads architecture assessment as a baseline, the EAST identified three additional candidate
architectures that respond to thEAST challenge statement. This section describesdti¢ional

architecture alternatives studied and assessed by the EAST, along with the integrated success measures
and business objectives usatselecting a single architecture recommendation for EROS

8.1.Application Architecture View
To develop the target architecture concepts, the EAST team first developed-higiew of the
EROS application architecture. This application view models the flow of data from data sources into the
EROS architecturend out to applications and users.

The application architecture vieestablishes discrete, higbvel capabilities for data ingest, processing,
guery and distribution. It also establishes tiers of storage for various levels of data/processing with a
strong underlying inventory and metadata model. It also calls for future capabilities in the form of
advanced analytics, primarily in support of the LCMAP concept.

This architecture view was the basis for the development of the specific target architecture concepts
describedn figure8¢1. The application view is an abstraction of the major functions of EROS that will
need to be completed regardless of the targethitecture chosen, so the basic application architecture
is the same across the various alternatives.
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Figure8¢l. EROS Application Architecture
8.2.Response to EAST Challenge

The study team relied heavily on tf@lowing EAST challenge statement

Legend

Waorkflow Management

Data Ingest Data Processing

G2 RSTAYS FyR Faadaa OFyRARFIGS F NDKAGSOGdNB &
expansion of the EROS mission to include providing land change data, information, and
1y26f SRAS LINRPRdzOG&asx Fft2y3a gAGK | LI GK F2N Sg2f

to determine the set of architecture alternatives to consid&pecifically, the EAST focused on
candidate architectures thato the following

1 Enhance and optimize the ERGSAarchitecture,

1 Identify and streamline opportunities for shared services across project activities,

1 Prepare for next generation land imaging and like missifmrsekample Landsat 9 and
Sentinet?2),

1 Address capabilities for ready access to EROShaédangs and computing capacity to generate
information on land changes as they are detectsagch ascience data systems like LCMAP),
and

9 Address evolution of systems and data analytics services needed to enable science from data.

Additionally, the teanapplied industry trends discovered through the RFI process, leveraged

experiences and lessons learned from EAST partner organizationspplietl knowledge gained from

use cases to derive viable alternatives that support the EEASIlenge statement Fally, the team

executed: LINBf AYAYl NB | &44S4aaYSy ieffecivendsk, fexibil®) YQa &dz00Sa
sustainability, reliability, and security.
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8.3.Architecture Alternatives
The four resulting architecture alternativésature the followingcharacteistics

1) Asls architecture ¢ KA & | LILINR I OK NI LINB a Sy ( éontitukdwitnitiie2 vy 2 G KA y -
current highly decentralized and independent architecture evolution. In this case, there is no
centralized governance or systeofirsystems approach. hére is no strategic, centralized
architecture planning for technology, infrastructure, or software planning. Finally, while sharing
resources between projects is an option, individual projects decide what resources to share or not
share.

2) Projectized Matix: This approach emphasizesnor changes from the Asapproachthrough
limited centralized governance or system of systems guidance offered to projects. In this case the
architecture and its evolution continue to be decentralized (independent). However, greater
management emphasis is placed on continued and enhanced ghatrigroject resources.

3) Enterprise This approach stipulates an effective centralized governance and systeystems
approach be established angedii 2 YI yI 3S | yR 2@8SNARSS (KS / Sy i SND:
whole. Additionallyimplementationofd & + & SNIA OS¢ | LILINRI OKS& F2NJ A
platform resource sharing is pursued. This appraasballows for managed and strategic planning
of Center architecture evolution.

4) CloudCentric This approach provisions almost all Cemmputing and storage resource
capabilities offsite to private or public cloud providers. Specifically, this approach proposes a
substantialreduction in Center science comjnd, storage, anaveb-enabled capabilitieand
instead emphasizes a reliance onudqroviders. Center capabilityprimarily limited to mandated
RFEGE OF LWidz2NBX FFNOKAGBSS FyR aLISOAIFIfAT SR LINRPOSaaAy
architecture posture and configuration is almost solely basetherevolution of vendor services

The EASE&xecutedan assessment of each architectuéernativeagainst the five success measures
provided by the steering committee (effectiveness, flexibility, reliability, security, and sustainalflity
detailed explanation of the alternatigeanda summary of theelatedassessmentare providedin
sections 8.3.8.3.4below.

8.3.1. Asls Architecture
For a detailediescription and general observations of tAels architecture seesection7. The
assessment of the Als architecture against the EAST @@s of success is providedigure 8¢2.
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As-Is Architecture Assessment

* Effectiveness
— |+) Meets active (current) project mission and stakeholder objectives
— |-} Does not meet evolving science needs and objectives consistently
— |-} Confined to those projects that have access to resources
— |-} Unbalanced use of resources
*  Flexibility
— [+) Projects are able to customize technologies, equipment, and configurations
— [-} Focus on project requirements not on EROS Center requirements
- [-} Does not easily support future mission objectives and new project start-ups
— (-} Architecture not scalable outside of current project without significant rework
* Reliability
— [-)Undocumented dependencies between projects
= [-) Many single points of failure exist in current infrastructure
* Security
— [+) Making improvements on “low hanging fruit” security posture
— (-} Architecture lends itself to multiple vulnerabilities
— |-} Non-distributed network [security & network infrastructure)

*  Sustainability
— (-} Facilities infrastructure expansion limited (HVAC and power)
— [-} Does not meet mission abjectives optimally
— |-) Decentralized, independent, architecture evolution does not allow strategic planning
= (=) Multiple web sites and access points and distribution of information/data

Figure8¢2. Asls Architecture Assessmer@ummary

8.3.2. Projectized Matrix Architecture
The Projectized Matriarchitectureis essentially an extension of tieslsarchitecture with a more
robust interproject communication and limited governance which is intended to encourage sharing of
resources and infrastructure between projects. In this mdtigl 8¢3), projects retain responsibility for
selecting, implementingjeploying, and maintaining their own resources. Projects can leverage their
own internal expertise and provide their infrastructure as services to other projects as needed.

The Projectized Matriarchitecturedoes not establish €enterwide enterprise capabilitywhereasit

does allow for a modest step toward broader strategic architecture control; projects can realize

AYONBIF &SR NBa2d2NDS STFAOASYO& o0& ¢ 2 Witekpyisihg s RdFK St O
computing and storage.

Projects control whemand whereresources are available, aatthoughthe Projectized Matrix
architectureencourages collaboration between small projects for storage and compute capacity,

ongoing evolution is dominated by large project requirements arehdgs. Smaller projects may find it

difficult to collaborate with larger projecthat have little incentive to support smaller activities, and

ySg LINRP2SOGa KI@S (2 SAGKSNI adl NI FNRY &aONI G§OK 2N

Becausehe evolution of theoverall technical environment continues to be driven by individual projects,
this alternative results in an unpredictable lifecycle environment where resource availability is
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dependent on individual project lifecycle needihere is no systerof-systemsthe architecture

continues to evolve in a decentralized, independent fashion fotahgterm. Consequently, there is no
mechanism to predict architecture evolution or strategically plan for architecture improvement over the
long term. Adaptation of apped technology is atloc; socializing which technologies work well and
whichdo not work wellis dependenbn sharing across independent projects.

Finally, projects come and go resulting in the possibility of noncoincident or temporary shiaang.
exampe, a small project could be dependemt a larger project for storage and computing resources; if
that larger project concludes and these resources are removed, then the small project is put in the
position of either having to procure its own resourcedind another project to provide resources.

EROS Infrastructure

Limited Enterprise

Project Project

Virtual
Capacity Desktop
Infrastructure

General
Purpose
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Hardware
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Database Archive Project
Web

= Services
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Performance Capacity

Scientific

Compute
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Figure8¢3. Projectized Matrix Technology View

The following represesti KS & (i dzR& G S Y QPipjedtizedVatixiadabst the ngdsurds KfS
success

i Effectiveness

The Projectized Matriarchitecture meets active (current) project mission and stakeholder
objectives, but it does not meet evolving science needs and objectives consistently. The
benefits of this architecture are confined to those projedtatthave access to resources,
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but sharing is encouraged. There isiare balancedise of resources than in thesl|s
architecture (better understanding of unbalanced resources)

1 Flexibility

Projects are able to customize technologies, equipment, and amafigns and focus on
projectrequirementsand on Center requirement3he Projectized Matrigrchitecture does
not, however easily support future mission objectives and new project stgg.
Furthermore the architectureis not scalable outside dhe existingCenterscope without
substantialrework.

1 Reliability

Althoughthe Projectized Matrialternative offers an opportunity to better understand the
underlying reliability issues with th&sIsarchitecture bydocumenting thedependencies
between projets, many single points of failure existtire current infrastructure and this
architecture does not change that.

1 Security

The Projectized Matrik NOKA G SOGdzNBE ff26a8 FT2NJ AYLINRGSYSy
issues, and the sharing of resources begw projects allows for potential efficiency gains in

security procedures. However, the continuedfaat nature of this architecture lends itself

to multiple vulnerabilitiesand the use of a nondistributed network introduces certain

security and networknifrastructure issues.

9 Sustainability

The Projectized Matrix architectudmes not meetCentermission objectives optimally.
Althoughthe limited governance of this model does allow for some improved strategic
planning, the architecture remains decentralizend independent and will evolve as such.
Furthermore, thisarchitecturedoes not attempt to address curreot upcoming issues
related to EROS facilities infrastructusei¢h asheating, ventilating, and air conditioning
[HVAQand power)

8.3.3. Enterprise Arhitecture
The Enterprisarchitecturereplaces projectnanaged silos witkentrallymanaged enterprise services
and enables managed, strategic planning of architeciiomglementation This includes a living service
catalog within a managed, controlled enterprise for needed capabisitygservicelevel agreements
(SLAs.)

In thisarchitecture(fig. 8¢4), the enterprise is responsible for balancing resources across projects.
Rather tha procuring, installing, and managing their own equipment, projects would instead pay for
this infrastructure as a service and have it provisioned to them. Implemented properlgythisecture
provides the flexibility to expand into trusted partner commercial cloud providersr both for

additional computing and storage resources as needed.

Althoughthis architecturerepresents a fairly dramatic change from the curr@ainterenvironment,
projectswould retain authority over all of their requirementsid implementation approadads In this
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architecture projects may have more than one rolasproject business and service provider
Specialized hardware (outside of thentrallymanaged enterprise resources) is allowed as needed in
support ofprojectspecificrequirements.

The Enterprise architectur@sults in a consistent and predictable environment with controlled

evolution of applied technology and practicdsenables more flexible resource deployment that

enables projects (in particular small projects) to focus more on the work that they need to do and less

on how to get it done. It enables more effective crpssject use of shared resources, and projesith

shortterm resource needddr example limited studiesor small development efforts) can quickly stand

up resources without having to go through a lengthy procurement process for equipment that they may

only need for a short period of time. In tlakernative, it may potentially be more difficult to guarantee

I ALISOAFAO LINRP2SOGQa tS@St 2F ASNBAOS 602YLIztS Ol
but the overall flexibility and efficiency of resource deployment in this model igédiefable to the

situation where large amounts of projespecific equipment sits idimostof the day.

Becausehe Enterprise architectures a departure from thexistingprocesses at EROS, it will require a
new Centerbusiness modetlfat is, includingcost models, business practices, angbovernance model)
This business model may be complex, given the need to distribute costs for varying technologies and
service levels.

This modehlsoreduces single points of failure within the EROS architecturegdulticreate a broader

single point of failure given the move to more centralized computing and storage infrastructure. This can
be mitigated through proper design and diversity of failoverchanism@&ndthrough the

implementation of a mesh network that is less susceptible to the loss of a single network path.

Finally, while seamless expansion into the cloyskiseived by some individuals@sk S a a A £ @S NJ 0 dz
for an enterprise architecturehis apprachrequires careful consideration because it can be expensive

even in more limited capacitieandvariability in how this capacity ebbs and flows could present

financial (business model) challenges.
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The following represestii KS  a & dzZRe& ( S Y Ckaterprise&rShitertiSagainstzng ( K S
measures of success

i Effectiveness

The Enterprise architecture meets active Center mission and stakeholdetiobgand
supportsevolving science needs and objectives consistentlgnsures that all projects
have access to shared resources, and that there is a more balanced use of resdtees.
Enterprisearchitecture requires additional overhead for cooralion and planning, but this
is more than offset by the effectiveness of the architecture.

1 Flexibility

The Enterprisarchitecture supports future mission objectives and new project stpg

0KNRdAK al a | &aiSsdimbleobtside MER@ azZNO&HMBS Yy i LINR 2SO
substantialrework, and it should make it easier to acquire needed resources in a timely

fashion. Thefocus on shared resources and a common service cathtsgever may make

it more difficult for projects to customize technologies, equipment, and configurations.

1 Reliability
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The Enterprisarchitecture will facilitate the adoption of standard hardware and software
configurations to implement the shared computing atdrage resources within EROS.
Standard configurations such as these (and their associated documentation) should increase
reliability andmore readily facilitate automated failoveihe enterprise architecture also
reduces single points of failure thateapresent inthe Aslsinfrastructure

However, the reliance on centralized computing and storage resources also increases the
potential for outages to impaanultiple projects. This risk can be mitigated with proper
infrastructure designfér example redundancy, automated failoveand so o

1 Security

As with the reliability observations, relianoa standard configurations makeise
Enterprisearchitecture less susceptible to security vulnerabiliti@slditionally, centralized
administration will stramline security decision implementations, making things like critical
priority security patches easier to deploy in the required timeframe.

9 Sustainability

The Enterprisarchitecture meets mission objectives optimally by providing for a managed,
strategicplanning of EROS architecture evolution. It provides consistency for Web sites and
access points (hosting), along with distribution of information/da&nally, it allows for

better useof limited facilities infrastructure (HVAC and power)

8.3.4. CloudCentricArchitecture
TheCloudCentricarchitectureleverages cloud providers for most Center operational mission activities.
It reduces the amount of physical infrastructure present at EROS down to only that which is required to
ingest and archive the core remjed datasets.The physical archive remains at EROS, but all highier
processing and data distribution are handled externally through one or more trusted partners or
commercial cloud providers.

The CloueCentric architecturdfig. 8¢5) enables manags strategic planning of architecture evolution
in the cloud. Rather than procuring, installing, and managing their own equipment, projects would
instead pay for capabilities as a service and hlheen provisionedby way ofthe cloud. The enterprise
would beresponsible for facilitating interfasdo trusted partnersor commercial cloud providersr
both.

As with the previousrchitectures projectswould retain authorityfor all requirements and
implementation approacés,and specialized hardwamgould beallowed as needed in support of ingest
and archive activities.

Althoughthe CloudCentric architecturavould provide great flexibilityo deploy additional
computing/storage resources, ER@®uld becomealmost totallyreliant on a cloud vendor($p
implementbasicCenterfunctions, and cloud costsould drive architecture solutiog This alternative
involves wholesale change to the architecture and business mudli§, revolutionary not

evolutionary) The Platform as a Service (PaaS) anth@cé as a Service (SaaS) capabilities from public
cloud vendors provide ample architectural flexibility, if EROS systems are modified to take advantage of
it. Becausesloud computing isot part of theAsIsEROS infrastructuréhereremainsmuch
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uncertainty, especially considerinipe constantchange irii 2 R 1(281G)&loud-service offerings, and
the fact that Centesystems would requireubstantialarchitectural changes to move to this
environment. Furthermore, these capabilities would be limitedth® services that the vendor is willing
and ableto provide.

Becauseublic cloud resourcetypically aredeployed in a highlgvailable manner in multiple
geographic locations, system reliability can begiaaterthan what can be attained locally.
Furthermore, Websites and other public user content are very easy to migrate to a public cloud
environment however the current storage capabilities of the public cloud providers do not appear to
be conducive to thanalysisready data ARD concept as it is currently defined.

The payasyou-go capability provided by the commercial cloud works well for short term or variable
use, but not for steady processing/storage scenaridsving large, persistent pieces of the EROS
architecture completly into the public cloud would likely come at a considerable cbke potential

exists for agreements or arrangements that reduce or shift these costs, but with no real guarantee that
they would exisin thelongterm.

That saidthe CloudCentric archiecture reduces local infrastructure codbgecause ofhe bulk ofCenter
capabilifesrunning externally, and a corresponding reduction in required network bandwidth can be
realized if product distribution idonefrom cloud storage.

Finally althoughmanyof the benefits of cloud computing can be applied to any architecture alternative
it is not necessary to move everything to the cloud to take advantage of it.
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Figure8¢5. CloudCentricTechnologyArchitedure View.
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The followingnotesNB LINB a Sy i (G KS a { dzR &clolidséntvicaichitectur@ Sgaidstviley i
measures of success

T

Effectiveness

As with the Enterprise architecture, the EAST believesttieaCloudCentric architecture
consistentlymeets active Center mission and stakeholder objectara$s supportsevolving

science needs and objectiveli.ensures that all projects have access to the same resources.

However, this effectiveness comes at a cost; there is additional overhead foricakod
and planning, cloud costs will quickly surpass local infrastructure costs for sustained
projects, capabilities are limited to what cloud providers offer, andnehitecture is
required to use cloud resources effectively.

Flexibility

The CloudCentic architecture supports future mission objectives and new project sipgt
0§KNRdAK al a | l;aiSsediableodtside NBuirendtBROS stope without
substantialrework, and makes it easier for projects to acquire needed resources in iytime
fashion. This alternative provides projects with full access to everything gioadiders

offer (assuming that these services are economically feasible), although it is more difficult
for projects to customize technologies, equipment, and configureiib these things are

not offered by the cloud provider.

Reliability

Giventhe broad use of virtualization, geographic redundancy, and automated failover, the
published availability of cloud resources is typically far higher than what is achievable at

ERG@. Furthermore, the use of cloud resources will reduce the number of single points of
failure inthe AslsCenterinfrastructure.

Security

Becausehe responsibility for security shif@ibstantialy toward cloud vendors in this
alternative,the CloudCeriric architecture is less susceptible to security vulnerabilities, and

those that arise will impact EROS resources less than in the other architecture alternatives.

Additionally, centralized administration will streamline security decision implementations,
making things like criticadriority security patches easier to deploy in the required
timeframe.

Sustainability

Moving to a clouetentric architecture wouldubstantialy reduce the amount of
infrastructure that would have be sustained at EROS, whittrinwould lead to much
better useof limited facilities infrastructuref¢r example HVAC and power)Jsing cloud
services would provide increased consistencyi@bsites and access points (hosting),
along with distribution of information/data.

It is aurrently unknown however whether aloud-Centric architecture can meet EROS
mission objectives optimallywWhat is known is that the initial transition and any other
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transitions between cloud providers will likely best prohibitive and that longterm cloud
costs are variable and hard to predict.

8.4.AppliedSuccess MeasurasdArchitecture Recommendation
The followingsubsection describes the process used to select a single architecture recommendation,
along with the risk assessments and results.

8.4.1. Assessment Methodology
As described in sectidh 3, the architecture study team captured and documented observations and
assessments of each architectuakernative along with input from subject matter experts. The
measures of success were applied tdphielentify differentiators for each architecture option. At this
point, the team appliedhe measures of successompared and rankedrchitecture options and
evaluatedeach optionbased oralternate weighting®f the successneasuregesulting in a comarative
ranking of all options.

The resultant ranking wassk-informedby considering factors that werautside of the key measures of
successwith particular emphasis omwhether an alternative is acceptable to the ERQRBure.
Throughoutthe ranking pocessthe team referenced the challenge statement to inform the evaluation.

8.4.2. Integrated MetricandBusiness Objectives
Followingthe definitions of architecture concepts, the study team integrated the given success
measures along with the business oltjees of capability, risk, and coig. 8¢6). This integration
served as the basis faomparativearchitecture rankingand architecture sele@in from the four
conceptsconsidered

_ Capability | Risk Cost
Effectiveness | Flexibility Reliability Security  |Sustainability
~ Data Flow MOP MOE MOP MOE MOP/E
Data Users | MOE | MOE | MOP | MOE MOE
' Ay ect MOP | MOE | MOP | MOE MOP/E
Measures of Performance (MOP) = Quantitative - l

Measures of Effectiveness (MOE) = Qualitative

Figure8¢6. Integrated Metricsand Business Objectives
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8.4.3. Decision Matrix Scoring
Table &1 represents the evaluation results for the decision matrix scoring

Table8¢l. Decision Matrix

Capability

Risk

Cost

Effectiveness |Flexibility

Reliability | Security

Sustainability | Transition

As-ls 1 1 1 1.5 1 4 o5

Projectized 2 2 2 1.5 2 3 125
Enterprise 4 3.5 3 35 4 2 20
Cloud Centric 3 35 4 35 3 1 18

In this way, the study team eftdvely married the business objectives to success measures plus
consideration of transition complexityh@t is, acceptability in the EROS cultire

From this point the team weighted each option by numerically varying the emphasis between capability,
risk, and cost. This resulted in six different combinations to better view the resulting comparative

ranking. Figure 87 NS LINB A Sy G &

No
Weight

Capability Emphasis

0dKAA&

Decision Matrix Summary Results

Risk Emphasis

. PR o
’\:’ {
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I f2y3

Cost Emphasis

L —t
-\,\‘//\.

.,\/

gAlGK

No Weighting

Figure 8 NS LINB a Sy i a

Capability Capability
Risk Cost
Cost Risk

Risk Risk
Cost Capability
Capability Cost

Cost Cost
Risk Capability
Capability Risk

Figure8¢7. Decision MatrixSummary Results

i K
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GKS ay2

~o-fs-s

~o-Projectized

~o~Enterprise
Cloud Centric

i S ViSaption iStke loivéslindll 61 & & ®

categories; théProjectized architecture is slightly improved, but matbstantialy; CloudCentric
represents high performance, but comes wéthbstantialrisk and cost variability; and finally the
Enterprise was ranked the highest in all categories.
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Decision Matrix Summary Results

- As-ls
~o~Projectized
~&~Enterprise

Projectized is .
improved over as-is,

but no real change in

in ail categories

today’s architecture
No Weighting Capability Capability Risk Risk Cost Cost
Risk Cost Cost Capability Risk Capability
Cost Risk Capability Cost Capability Risk

Figure8¢8. Decision Matrix Summary Observatisn

8.4.4. Risk Assessments
The resultant ranking wassk-informedby considering factors that werautside of the key measures of
successwith particular emphasis owhether the architecture is acceptable to the ERDBuUre. The
final risk assessmenter each architecture alternativare shown in the followingpur graphicHfigs.8¢
9, &10, &11, and §12).

Trand | Rank | ID | Approach sk Title
1 W Culturally Implementable
2 " Srakeholhder and User impact
3 ¥ Erabdes Mew Science (e, LCMAR)
4 F Supports New Missions/Data Sets

Figure8¢9. Aslsarchitecture risk assessment
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5 Trend | Rank | 1D | Approach Risk Title

1 - Culturally Implemeantable
4

2 = Stakeholder and User impact
3

3 ¥ Enables Mew Scence (8.8, LOMAP]
2

| i 1 Supports New Missions/Data Sets

1

1 2 3 4 5

Figure8¢10. Projectized Matrixarchitecture risk assessment

5 Trend | Rank | 1D | Approach Risk Tithe
1 w Culturally Implementabde
4
2 E Stakehalder and User impact
3
3 ¥ Emables Mew Soence (e.g. LCMAF)
2
4 2 Supparts Mew Missions/Data Sets

1

1 F 3 4 3

Figure8¢l1l. Enterprisearchitecturerisk assessment

5 Trend | Rank | ID | Approach Risk Title
1 w Cutturally Implementable
4
2 x Stakeholder and User impact
3
3 W Enahbles Mew Science (e.g. LCMAP)
2
4 z Supports New Missions/Data Sets

1

1 2 3 4 5

Figure8¢l12. CloudCentricarchitecture risk assessment

8.5.Summary Recommendation
At the conclusion of Phase 2, the study team recommended pursuit of the Enterprise Architecture
alternative for Phase 3 assessment. This architecture option ranked the highest amonggitie eseof
success, was determined to be the lowest risk alternative, and best met the EAST challenge statement.

Duringcheckpointnon ¢A G K GKS A0GSSNRAYy3a O2YYAGGSS FyR (KS
GSFHYQa NBO2YYSyYyRL (hathidtime SortieTeaniltd @ofeedtd Rhasa 3 adtfe
studyfor this architecture alternative.
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9. EROS 2021 VisiqrEnterprise Architecture

Following the selection of the Enterpridechitecture alternativeat the end of Phase 2, the EAST was
given a target date of 2021 for the completion of the transition to the target architectlire following
section describes the vision the study team constructed forBR®O®nterprise architecturen 2021

9.1.Informaion Model
Thelnformation Model represents the structure of EROS's logical and physical data assets and data
management resourcesFrom the aspect of the architecture, a core component is understanding the
data (information) lifecycle. Simply put, thésan essentiaperspective for developing a comprehensive
architecture that ultimately meets the operational and performance requirements for the whole system.
Additionally, an effective information model addresses the following:

T
T

1
T
1
1

Aides inunderstanding he associated software, systerand service needs to support the entire
lifecycle of the data

Includes existing and developing capabilities all the way to analysis and extracted understanding
(for example information).

Describeshe lifecycle of the datérom collection to science use.

Qupportsthe required performance of the system from discovery to scalability and distribution
Ensureglata provenance and integrity to support the business needs of the enterprise
Ensureghat dataarereliably managedsupportive of discovery, and fullysed

Done correctly, formulation of this type of information model takes a considerable amount of time and
effort, and thus was not completed by the architecture study tedrheteam did however, formulate a
notional nformation model construct. The followirgmponents were identified by the study team:

T

=

Data Sources Encompasses the entire suite of Center data holdings along with attributed
metadata and reference information

Products Encompasses the entire suiteproducts and information types developed through
the EROS architecture

Query and AccessDescribes the discovery, distribution, and visualization services required
Data Formats Describes the data format types supported by the enterprise architecture
Data Management PlanningEncompasses the policies, standards, and practices for backup,
archive, security, and any other institutional services or requirements

Given these component definitiongure 9¢1 represents a notionahighlevel informationmodelfor

EROS
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Information
Model

Products Query/Access Data

Formats

Derived Query
Products Systems

Metadata Services Vector

Distribution Tabular

Visualzation

Point Source

Digital Maps

Figure9¢l. Notional ERO3nformation Model.

Data Management
Planning

Standards

Backup

Archive

Secunty

Build-out of the Information ModeWwould becomplex, especially for thexistingand future data and

information lifecycles within the EROS Center holdirgigure €2 highlights just two further
derivations of satellite and metadata sources.
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